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Chapter 1 Computer Networks and the Internet

P1. Design and describe an application-level protocol to be used between an automatic teller machine

and a bank’s centralized computer. Your protocol should allow a user’s card and password to be

verified, the account balance (which is maintained at the centralized computer) to be queried, and

anaccount withdrawal to be made (that is, money disbursed to the user). Your protocol entities

should be able to handle the all-too-common case in which there is not enough money in the

account to cover the withdrawal. Specify your protocol by listing the messages exchanged and the

action taken by theautomatic teller machine or the bank’s centralized computer on transmission and

receipt of messages. Sketch the operation of your protocol for the case of a simple withdrawal with

no errors, using a diagram similar to that in Figure 1.2. Explicitly state the assumptions made by

your protocol about the underlying end-to-end transport service.

% KPALE—NER,

T

Messages from ATM machine to Server

M=g name

PASSWD <paaswd>
BATLANCE
WITHDRANRL <amount>

BYE

purposes

Let =marver know that there is a card in the
ATH machine-

ATM card transamits user ID to Server+

Uszer snters PIN, which is ssnt to ssrvers
User requests balance+

Usar asks to withdraw monays

uzer all dones

Messages from Server to ATM machmne (display)+

Mag name

ERR

AMOUNT <ami>
BYE

Ask user for PIN (password)s

last regquested coperation (BASSWD, WITHLERAWL)
OFe

last regquested operation (PASSWD, WITHDRANWL)
in ERROR

sent in responae to BALANCE requaats

user done, display welcome scresn at ATH:

R 2 P WLHR REAR VXA [ B, R T — A ] B 41
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P2.

P3.

Correct operation:-
cliant
ShASBE

HELO (usezrid)

Servers

{chack if walid ussrid)-

L PASSWD-
FASSWD <pamsawd> --—————-—-——- > (check pasasword)s
et e OF (pasawcrd is OR)-
BALANCE =~ ———mmmmmmm—— e >
fmmmmmmmmmmeee AMOUNT <pmt>
WITHDRAWL <amt> =—============- > check if enocugh 5 to cover
withdranl:
"
ATH dispenses 5+
SYE et
£————————————— BYEs

It situation when there's not enough money
i

HELO (userid)

e

et

BRI SWD-
(check password)+

e OF. (pasaword is COK)-
BALANCE =~ ==memm——————— =

fmmmm - m—=  AMOUNT <amt>+
WITHDRAWL <amtd> =————=—===————- > check if enough 5 to cowver
withdzawl.

e ERR (not encugh funds).

srzor mag displayed.
noe § given outs
______________ o)

o s o s . - s -

Equation 1.1 gives a formula for the end-to-end delay of sending one packet of length L over N
links of transmission rate R. Generalize this formula for sending P such packets back-to-back over
the N links.

e M AU BRI AR : dong—to-ena = NFTTH, HELSE P A

AU, FEIHEN: dong_coena = N5 % P.

Consider an application that transmits data at a steady rate (for example, the sender generates an

N-bit unit of data every k time units, where k is small and fixed). Also, when such an application

starts, it will continue running for a relatively long period of time. Answer the following questions,

briefly justifying your answer:

a. Would a packet-switched network or a circuit-switched network be more appropriate for this

application? Why?

b. Suppose that a packet-switched network is used and the only traffic in this network comes from

such applications as described above. Furthermore, assume that the sum of the application data

rates is less than the capacities of each and every link. Is some form of congestion control needed?

Why?

e HUBRSSH BEIE S BT I RLHT PR X A4S N EESRAE AT T 4 1 7 58 b BEAT Y]
Gaile T RIERZ CH, HPEhAK, DRI AT LAZS 5% W 2 10 0B 45 98 10 AN

RZHPRY . F38h, FATA T Z RS $H O R (] ML 2 138 7 YA SRR, S AR ER HE

IS AR B AT A P ]

b. BT AT B 8 AL 5 K, DRI RAZ R 4% i A R BRI . SRR AL T LRI Red
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P4.

Ps.

P6.

FE), FITA IR SLFH 43 Sl N — 5% B 22 2% R 5 0 I 8 5 B e i o T T 0 0 B 1) 3 A 6 A 3
PR IR, BRI A R R AEZEIL S (RS AER /MBI

Consider the circuit-switched network in Figure 1.13. Recall that there are 4 circuits on each link.
Label the four switches A, B, C and D, going in the clockwise direction.

a. What is the maximum number of simultaneous connections that can be in progress at any one
time in this network?

b. Suppose that all connections are between switches A and C. What is the maximum number of
simultaneous connections that can be in progress?

c. Suppose we want to make four connections between switches A and C, and another four
connections between switches B and D. Can we route these calls through the four links to
accommodate all eight connections?

%:oa BUNIX 4 XAHSEAZHNL, BEXTZ AT LIRS, 4 ki, It Z v LIESL 16 2K
.

b. FATAT LB A A AT AT DU SRR, @il e N AL DU SR, — 35 8 AR
c. M. XT A M C IR, FRATAT CLEFEM &1t B PskiEd D. X T B
D Z AR, BATAT ORI IET A BRI Co EXMIHI T, ER—%
B D F I ER.

Review the car-caravan analogy in Section 1.4. Assume a propagation speed of 100 km/hour.
a. Suppose the caravan travels 150 km, beginning in front of one tollbooth, passing through a
second tollbooth, and finishing just after a third tollbooth. What is the end-to-end delay?
b. Repeat (a), now assuming that there are eight cars in the caravan instead of ten.
%o BT SEAIRS 150km, ZE3E 100km/h, W Bkl DARE 12s @i — 895 25 1RO FE e it i
%
a. 10 7%, MR EIE®R 120s, BI 2 ZpeiokAbsl. R EHA R AN B #R
A 75/100=0.75 /N, BT 45 3Pl AR RRSERT, PR A 1) 25 A 5 — M Bt N e B 47
oyed, AR B AN R AN AR BRI R REAE O 47 Ardb, AR =AM 2 4y
Bl B, Cm#lom) EIER Y 96 4.
b. FERAN SR Z [ RAE RSy 8x12 Fb+45 4r=46 4 36 Fb, i i G N 2 A% AE P
RN B3 =AU el AR 5E, AP

(46min + 36sec) X 2 + 8 X 12sec = 94min + 38sec

This elementary problem begins to explore propagation delay and transmission delay, two central
concepts in data networking. Consider two hosts, A and B, connected by a single link of rate R bps.
Suppose that the two hosts are separated by m meters, and suppose the propagation speed along the
link is s meters/sec. Host A is to send a packet of size L bits to Host B.

a. Express the propagation delay, d prop, in terms of m and s.

b. Determine the transmission time of the packet, dirans, in terms of L and R.

c. Ignoring processing and queuing delays, obtain an expression for the endto-end delay.

d. Suppose Host A begins to transmit the packet at time ¢ = 0. At time ¢ = dirans, where is the last bit
of the packet?

e. Suppose dprop is greater than dirans. At time ¢ = dirans, where is the first bit of the packet?

f. Suppose dprop is less than dirans. At time ¢ = duans, Where is the first bit of the packet?



AL R A 2] R 3 Bk PG T K

P7.

P8.

g. Suppose s = 2.5 - 108, L = 120 bits, and R = 56 kbps. Find the distance m so that dprop equals
dhrans.

Zro afBRRIIE: dypop = m/sHD;

bAEHIIIE dypans = L/RFD;

c. Ui B 4 dopg—ro—eng = M/s + L/RFD;

d Az s G —A bit RINIESFFENL A;

e B MUFRIEE L A Adprans X sK, BEAE)ZE B;

LR 43k B;

m_Llm =Ly 120 8m ~
g.EES =-f m=_Xs=——2x25x10°m ~ 536km.

In this problem, we consider sending real-time voice from Host A to Host B over a packet-switched
network (VoIP). Host A converts analog voice to a digital 64 kbps bit stream on the fly. Host A then
groups the bits into 56-byte packets. There is one link between Hosts A and B; its transmission rate
is 2 Mbps and its propagation delay is 10 msec. As soon as Host A gathers a packet, it sends it to
Host B. As soon as Host B receives an entire packet, it converts the packet’s bits to an analog signal.
How much time elapses from the time a bit is created (from the original analog signal at Host A)

until the bit is decoded (as part of the analog signal at Host B)?

B BB PO bito £E1Z bit AR AT, 7 DR AHETA I bit #AE, XA A
AW IE A -

%8 s =7x1073s = 7ms
64X10
IR JE > AR N SE D -

Lo LXSGS = 0.224ms

R 2X10

3¢ e HH AU T A o A B B AL RRIT ZE2: 10ms
g b, W RS IE D b = AN e 2 A
deorar = 7 + 0.224 + 10 = 17.224ms

Suppose users share a 3 Mbps link. Also suppose each user requires 150 kbps when transmitting,
but each user transmits only 10 percent of the time. (See the discussion of packet switching versus
circuit switching in Section 1.3.)

a. When circuit switching is used, how many users can be supported?

b. For the remainder of this problem, suppose packet switching is used. Find the probability that a
given user is transmitting.

c. Suppose there are 120 users. Find the probability that at any given time, exactly n users are
transmitting simultaneously. (Hint: Use the binomial distribution.)

d. Find the probability that there are 21 or more users transmitting simultaneously.

Beoa AT AREACHN, TR AN, PTUUR T BN

3Mbps
2 =201
150kbps

b, HUBUEIRE N A 10% I [RIFE AR S, B DU SN 205 P AR SR 10%:
c. A 120 M, HAR LA o AN R ARSIy
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p=(22) xp" x (1 - p)120"

d. A 21 NEE E 2 H AR R
20 120 120—
P—l—zo (12" (1 - p)
FATAI A ORI E B R B, X, WS BERLASE, TP(X, = 1) = p.

120

P21 ARE LM = 1-P| > X <21
j=1

120x. 12 9
P[> x <21 =P( 2% < )
: V120 x 0.1 x 0.9 /120 x 0.1 X 0.9

9
~PlZ<—| = < 2. = 0.
( < 3_286) P(Z < 2.74) = 0.997

M Z AR IESBENL 8IS, FTRERP("21 MEEZ M) ~ 0.003.

P9. Consider the discussion in Section 1.3 of packet switching versus circuit switching in which an

example is provided with a 1 Mbps link. Users are generating data at a rate of 100 kbps when busy,
but are busy generating data only with probability p = 0.1. Suppose that the 1 Mbps link is replaced
by a 1 Gbps link.
a. What is N, the maximum number of users that can be supported simultaneously under circuit
switching?
b. Now consider packet switching and a user population of M users. Give a formula (in terms of p,
M, N) for the probability that more than N users are sending data.
% oa. BERRTTEN 1Gbps, FH P EHE 2N 100Kbps, W] SEHEECR I - & A
1Gps 10°bps

N = 100Kbps — 100 x 10%bps — +0000 a

b. AAEEH P EE 0, WET NP REEEE A

Z (;[) Pn(l _ p)M—n

n=N+1
BT
N
1= (,)pra-ph
n=0

P10. Consider a packet of length L which begins at end system A and travels over three links to a

destination end system. These three links are connected by two packet switches. Let di, si, and Ri
denote the length, propagation speed, and the transmission rate of link #, for i = 1, 2, 3. The packet
switch delays

each packet by dproc. Assuming no queuing delays, in terms of d;, si, Ri,(i = 1,2,3), and L, what is

the total end-to-end delay for the packet? Suppose now the packet is 1,500 bytes, the propagation
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P11.

P12.

speed on all three links is 2.5 -10*s m/s, the transmission rates of all three links are 2 Mbps, the
packet switch processing delay is 3 msec, the length of the first link is 5,000 km, the length of the
second link is 4,000 km, and the length of the last link is 1,000 km. For these values, what is the
end-to-end delay?
% MR, WA IRGN A M B, pHEA AR NS, IS, HERAAMIEFEN R, HEES
BTIEH A, Sy RIS, BTN GE, (EA 435S, FIS, i Ab FR NS ZE DL K fE — S5 B 6 b X% F I 2
K, DA Sy -

_Ly+Ls+Ls, 1500 x 8 x 3bit

derans = R = T2 x10%hps 18ms
FLAEIN IE Y
dy +d, +d; (5000 + 4000+ 1000) x 103m
prop = s - 2.5x 108m/s = 40ms
DU ST 48 g <
deotar = Aeran + dprop + dproc = 18 + 40 + 3 + 3 = 64ms
In the above problem, suppose R1= R2= R3= R and dproc = 0. Further suppose the packet switch

does not store-and-forward packets but instead immediately transmits each bit it receives before
waiting for the entire packet to arrive. What is the end-to-end delay?

B RN, Oy HEERRAL R AAR R, N AUAC TR IS 0, SRS AR AR R T R AE
BB G SLRIAGR R — AN ELRR bit, PTAERSAN B 88 iR AEAR I 28, SRR, &%
I SE A«

L, 1500 x 8bit

irans = 1 = 55 q00pps - OS

FEARIN LA -

_dy+dy+ds (5000 + 4000 +1000) X 10°m
prop = s h 2.5x 108m/s

Uit B 5 ) BT ZE A : 6 + 40 = 46ms

= 40ms

A packet switch receives a packet and determines the outbound link to which the packet should be
forwarded. When the packet arrives, one other packet is halfway done being transmitted on this
outbound link and four other packets are waiting to be transmitted. Packets are transmitted in
order of arrival.
Suppose all packets are 1,500 bytes and the link rate is 2 Mbps. What is the queuing delay for the
packet? More generally, what is the queuing delay when all packets have length L, the
transmission rate is R, x bits of the currently-being-transmitted packet have been transmitted, and
n packets are already in the queue?
Fre R, R BIAR 7 A A A BB I 4y AL S e A e AR, AT AL ER
SRR 1) 7 SR IEAEAL SR IR 2 2 4 U
a. B 47 E2EF51500 X 4 4+ 1500 + 2 = 6750bytes[if&4, BIHHEBAN & A

(1500 x 4 + 1500 + 2) X 8bit — 27ms

2 X 10%bps

b. S RMENL, AT 4 O M x bits, FAZIAT n Ao HEERe AL, T 3038 1) 4 ZHHERA
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I SE D :

nXL+(L—x)
dqueue=#

P13. (a) Suppose N packets arrive simultaneously to a link at which no packets are currently being

P14.

P15.

transmitted or queued. Each packet is of length L and the link has transmission rate R. What is the
average queuing delay for the N packets?

(b) Now suppose that N such packets arrive to the link every LN/R seconds. What is the average
queuing delay of a packet?

Beoa R, B ML, BN 0, 5 MR
ST, N AN E R TSR

L 2L N-1)xL N-1L
0422yl ) WL

1
—_— x_
R R ot R N 2R

b. @&, N /[\éj\éﬂl?l@{*’éiﬁiﬁﬂ“l‘ﬂ?ﬂ%ﬁ&", %01, 2, 3, o, N ARHHARBANS IE S 71

L 2L N-1)L N
0,5, 20 oo QDL P HE BT AE -
N N-1
IvWN-1)xL 1 L L N-1
—Z—:—x—x n=-=x
R N R R 2
n=0

Consider the queuing delay in a router buffer. Let / denote traffic intensity; that is, / = La/R.
Suppose that the queuing delay takes the form IL/R (1 — 1) for I < 1.
a. Provide a formula for the total delay, that is, the queuing delay plus the transmission delay.
b. Plot the total delay as a function of L/R.
% oa fRHIEN LR, BN IEA:
IL L L
dotar = dqueue + dirans = m + E = m
b. 4 L/R=x, I
p X
total — m
2 x=0 Itf, SIS SE 05 2 x BTG KT, B e d g TUREZ I K, 2 x 0T 1Va i, dyorqfaiE
T K.

Let a denote the rate of packets arriving at a link in packets/sec, and let x denote the link’s
transmission rate in packets/sec. Based on the formula for the total delay (i.e., the queuing delay
plus the transmission delay) derived in the previous problem, derive a formula for the total delay

in terms of a and u.

B i, o FoRBEMFIIAE R, FALIN packets/sec: u FANERIE S, FAALN packets/sec,
AR 1 BRI AT, R 14 AT, MER: diope = —1’ TIERE] = RL, WA a
PEGESYingTySh
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L/R L/R 1/u 1
deotar = 1—1 =

1_a_L=1—a/#=u—a
R

P16. Consider a router buffer preceding an outbound link. In this problem, you will use Little’s formula,
a famous formula from queuing theory. Let N denote the average number of packets in the buffer
plus the packet being transmitted. Let a denote the rate of packets arriving at the link. Let d denote
the average total delay (i.e., the queuing delay plus the transmission delay) experienced by a
packet. Little’s formula is N = a - d. Suppose that on average, the buffer contains 10 packets, and
the average packet queuing delay is 10 msec. The link’s transmission rate is 100 packets/sec.
Using Little’s formula, what is the average packet arrival rate, assuming there is no packet loss?
Bro TP AL S B SE T G AF S5 A B Y BB oy LR IEAE AR S R — A e AL, BT
N=10+1=11.

KA N=a-d, Frbh
10 + 1 = a X (dqueue + derans)
1
11=ax (0.01 +m>
fit#3a = 550packets/sec.

P17. a. Generalize Equation 1.2 in Section 1.4.3 for heterogenecous processing rates, transmission rates,
and propagation delays.
b. Repeat (a), but now also suppose that there is an average queuing delay of dqueue at each node.
Zeoa A7 QAR CEIRET A Q-1 ME AR D, Hd o RanH q N R AL H
W, RIFINEE q KBEEEIIMLEIEE, 4l L AR, W, 58 q M ARRRERE R
A2 e = L/RY, FIdY, o FORAESE q FBERRIO MR, IRBIRI A
Q

dend—to—end = z[dgroc + dgrans + dgmp]

q=1

b FIA% e RRTER q A T TS ERI AT, 3 B3 22 -

Q
— q q q q
dend—to—end - Z [dproc + dtrans + dIJTOIJ + dqueue]
q=1

P18. Perform a Traceroute between source and destination on the same continent at three different
hours of the day.
a. Find the average and standard deviation of the round-trip delays at each of the three hours.
b. Find the number of routers in the path at each of the three hours. Did the paths change during
any of the hours?
c. Try to identify the number of ISP networks that the Traceroute packets pass through from
source to destination. Routers with similar names and/or similar IP addresses should be

considered as part of the same ISP. In your experiments, do the largest delays occur at the peering
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interfaces between adjacent ISPs?

d. Repeat the above for a source and destination on different continents. Compare the
intra-continent and inter-continent results.

Z . 1 Linux IR LA IN T a4

traceroute www.targethost.com

£ Windows PR IEARAT DL W1 F A 4>

tracert www.targethost.com

ANRAEME—FPIREE T Ses, /R IR B =i . EEE=4sid, Rarblit
SV BT RIS SE MM AT 22 0 AEAN RN ) By

s It HAFie 2 B A Fr .

PATF 2 s 56 48 5] -

Trazeremre o W paly.ed [L2E.233.24.40), 30 hops max. 80 byrs packers
thander.des ol (IM1.045.00.0) 100w B m 04N m

dalpibin.sdes min {130.04%.30.17) GO Ema Qi ma 0,139 ma

de-sdg-aqgl—sdsc-l.cenic. et (N1 0Y 008 me 0260 ms DM m
de-riv-norel--sdg-aggl-lige-looenic.zer (I3T.36LAT.00) BT ma BA9Tmm 130 me
de-lax-pozel--lav-copel-100e-1. cendp.met (137, D04 16.600 5.0 ms MO m BMEm
de=laa-pal--lex-corel-10qe-1.cenic.me (137164, 46.250) 9.045m 8.700mr 8.7 m
Ierricase—lak-pel-ge.ceafo.net (19000250060 A0TIl m l6.Mlm LiHm

§ logipabitetieszetd-d.coml.cyel beooet (02.52.0.005) T1.TM m .M m TN m

8 ligipahitechermerd-4. comel.mpch be.ner (104105000000 TL1N e T4 T8I m

10 lighcower-fiber-setworky.lbgipabitecheretd-1. corel.opel. heoet (D16.66.50.006) T.dma .95 m TLOT ma
11 sed,opemeyrryil, lightower. met (70.22.000.1590 70070 me TL.OB9 mx T0.95T ma

1d 1.El.18A8E (MaR.EeRl0l) M.l m TLOH @ .10

— e A ik R e

Trdcepsate o wor.pely.eds [128.238.04.40), 30 bops max, 40 By pachecs

thander.adec el [INLMRLE) 0970 ms D3Mmn 030R a2

delphin. adac.ady (132 00.00.17) 0.l m Bii¥ime M m
de-23p-aqul-—adsc-l.cenic.oer (13718423108 .03 me Guidms 040 ma
dc-piv-pozel--sig-agql-1ige-1. omndo.net [137.164.47.04) .00 ms S Ml ms BT ms
de-lax-cozel--lax-carel-Ilge-d.cenic net (LIT. 0604660 5.0 me 3. 8im .05l m
de-lax-pal—-lar-corel-10pe-7.contc.met (137,064, 96,151) 2.B00 me 5004 m3 .66 ms
brricact--laz-pal-ge. cexte.ner (194,350 200.06) 10.1W me 10.002 ma 6.7 ma
logigabitechermecd-3. conel. oped.be.ner (T2.50.00.205) 78856 me TN me M m
liglgbitecermtti-f oopel el beanet (MG A05210.E00) TLAET m TLIVGme TL.EE m
10 lightewsy-fiber-netuarks. logigabisechernetd-1 covel.apel. e tet (216.60.50.106 7087 ma 7L073 ms TH.MSm
1 eedoyaeyeriil. lighoower.net (12,20, 160.056) 7L e Tl ms TN m

1 71.21.1B0.080 (12.22.180.100) Tl.E26ma 125 me TI.2M'm

B R

1 chunder.sdec.edn (130.268.00.5) J40im OMT e 0.350mm

1 dolphin.sdec.edg (13053007 0005 m QMim DV ma

] de-sdp-pggi--mdse-l.cemiz.per (10706400108 0 m 256w OiMim

§ de-riv-corel—-sde-mpgl-lige-l.cenic.eet (13T.160.47.04) 0BM e E35lme LT ER

5 de-lax-corel--lag-gored-Q0pe-2.cenie.net (137, 004.46.60) 10036 me 5069 ma 10201 me
§ do-lax-gal--laa-gorel-i0ge-1.cemic.zet (I07.000.86.1510 0Tl o BBl me 5.1 ma

7 borricete--laa-pal-ge.cemic.ost (13000251060 IL.D65ma 10.040 ma IL.N4E ma
logipbicechernerd-3. comel. spedl. b ot (TLAL 020250 TGN B0 TLYTTER T.IH m2
I0gigsbizechernecd-4. corel apes B mar (IBLM0E.ZI02NE) TILETEme TL4T ms TLLZ9l me
10 ligacewer-fiber-cenwnrks. ligigabizethernetd-2 corel oyes be mes (PD6.66.50.106) 71114 me 81516 m 7113 m»
U sedopomyrribl.Lightower met (70000600860 710U m 1.0 m N0N

13 YRR IERA0E (TR I IR V.M m T.Edm TEK m

M San Diego Super Computer Center F| www.poly.edu [ =X Traceroute

a. E=AN A B B P AR N 4E 43 7] 2 71.18ms, 71.38msH171.55ms, x5 2% 53 5l
°40.075ms, 0.21ms, 0.05ms.

b. FEXAFH, E=AEERS HEESEEYN 1240, EREN B PR AR R A
c. Traceroute 73 417EYER TP Hitik Al H i) 1P Huhik 2 (M 285 T 4 AN ISP M %% . J& 1, fEAHARH ISP
WK 2 [F) 0 48 42 1 A S BT e R T IS) 4E o


http://www.targethost.com
http://www.targethost.com
http://www.poly.edu
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= r\-'*": to . pely.ede (100.238.26.90), 30 Bopa max, ©) Dotk pacinets
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P19. (a) Visit the site www.traceroute.org and perform traceroutes from two different cities in France to

the same destination host in the United States. How many links are the same in the two traceroutes?
Is the transatlantic link the same?

(b) Repeat (a) but this time choose one city in France and another city in Germany.

(c) Pick a city in the United States, and perform traceroutes to two hosts, each in a different city in
China. How many links are common in the two traceroutes? Do the two traceroutes diverge before

reaching China?

SKHERWIT
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PRI R B BE S

ELEFI— & I EBEAA R E ENLEELT Traceroute
CcAEWI traceroute INIG H, PR S LEER . X P traceroute FEFIKIA FP E 2 7T 240 T

P20. Consider the throughput example corresponding to Figure 1.20(b). Now suppose that there are M
client-server pairs rather than 10. Denote Rs, Rc, and R for the rates of the server links, client links,
and network link. Assume all other links have abundant capacity and that there is no other traffic
in the network besides the traffic generated by the M client-server pairs. Derive a general
expression for throughput in terms of Rs, Re, R, and M.

% % & Throughput = min{R,, R., R/M} .

P21. Consider Figure 1.19(b). Now suppose that there are M paths between the server and the client.
No two paths share any link. Path £ (k= 1, .. ., M) consists of N links with transmission rates Rk/,
Rok, . . ., Rnk. If the server can only use one path to send data to the client, what is the maximum
throughput that the server can achieve? If the server can use all M paths to send data, what is the
maximum throughput that the server can achieve?
% IR BEM — KA, RORAFREFRA.
max(min(R}, R}, -, Ry), min(R?, R, -, R}), -

WARE T AR, RO RO

, min(RY!, RY, -, RM)),
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M
> min(RY, RE,-, RE)
k=1

P22. Consider Figure 1.19(b). Suppose that each link between the server and the client has a packet
loss probability p, and the packet loss probabilities for these links are independent. What is the
probability that a packet (sent by the server) is successfully received by the receiver? If a packet is
lost in the path from the server to the client, then the server will re-transmit the packet. On average,
how many times will the server re-transmit the packet in order for the client to successfully
receive the packet?

B MUHRWE A AR =0 -p)V;
e — BT, ERE PRI R ANk, R LR &, RN
P, B, “PHFELMABEN: 1/P; B)5, FHFEERENBENL/P - 1.

P23. Consider Figure 1.19(a). Assume that we know the bottleneck link along the path from the server
to the client is the first link with rate Rsbits/sec. Suppose we send a pair of packets back to back
from the server to the client, and there is no other traffic on this path. Assume each packet of size
L bits, and both links have the same propagation delay dprop.

a. What is the packet inter-arrival time at the destination? That is, how much time elapses from
when the last bit of the first packet arrives until the last bit of the second packet arrives?
b. Now assume that the second link is the bottleneck link (i.e., Re< Rs). Is it possible that the
second packet queues at the input queue of the second link? Explain. Now suppose that the server
sends the second packet 7 seconds after sending the first packet. How large must 7 be to ensure no
queuing before the second link? Explain.
% BRABEE AN HRN A, FE-AAB.
a. MHEUEEMG 5 — AR HERR, PTUAMAL B 755 — SR BERK 550 A BOfR 4, 0 4l4E B
HIZE RN : L/Rs.
b. WS R BERR R HEERS, DI R ESAR R, D AURIE f% A“@f%m
AR EN S AR BERR AT, R AN A BNIA AR AR RERR I I AN BN, REELH R LR %
-
L L L
7 PR dror <t dorop T

Forp T 3RS AN B AL 5 T AR BEBR AR S BA SN 8], A T RIS — N A A a2
M*%%%%ﬁ@
WA — AN EAES A T WA NG 2 etk BATTHEMOR S > ARS8 — ok bk
FEBATHEAIS SE, 75 BRI -

L L L L
R PR dorop + T2 - dprop + -

B, T #sAMEN:

L L
R. R

P24. Suppose you would like to urgently deliver 40 terabytes data from Boston to Los Angeles. You
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P25.

P26.

P27.

have available a 100 Mbps dedicated link for data transfer. Would you prefer to transmit the data
via this link or instead use FedEx overnight delivery? Explain.
2 WRAEH 100 Mbps & F%E B (dedicated link)f& 5, 75 E1A6 B A [ Ay«
40TB 40 x 10'? x 8bits
100Mbps 100 X 10bits/s
An SR A RS it (Fed Ex overnight delivery), R % —K, 3f H/AqE 100 7T, 4 LAl %0,
BB R B R A R

= 3.2 x 10%s = 37days

Suppose two hosts, A and B, are separated by 20,000 kilometers and are connected by a direct link
of R =2 Mbps. Suppose the propagation speed over the link is 2.5 - 108 meters/sec.

a. Calculate the bandwidth-delay product, R - dprop.

b. Consider sending a file of 800,000 bits from Host A to Host B. Suppose the file is sent
continuously as one large message. What is the maximum number of bits that will be in the link at
any given time?

c. Provide an interpretation of the bandwidth-delay product.

d. What is the width (in meters) of a bit in the link? Is it longer than a football field?

e. Derive a general expression for the width of a bit in terms of the propagation speed s, the

transmission rate R, and the length of the link m.

3
Ze:oa BB, (EIBIIEA: dyp = 020 — 0.08s, ] % 5 I 4E 4 (bandwidth-delay

2x10%m/s
product) A:
R dyrop = 0.08s X 2 X 10°bps = 160000bits
b. EBERG EABR R BUE N 160000, /N T EAE4 ) 800000bits .«
c. Wi I AEAAR R AT T 2, BERE RRE A B K R .
d. —/NERHRRA 98 R AL 3R BE B m 5 58 A BRI R, e
20000 X 103m

— 125m/bit
160000bit m/bi
e. LB N:
m _ m _ S
R dprop R % R

Referring to problem P25, suppose we can modify R. For what value of R is the width of a bit as
long as the length of the link?
Zeo AL LURUE RN TREBR AL K/, BT /R=20000km, JI:
R = s _ 2.5x 108
20000km 2 x 107

= 12.5bps

Consider problem P25 but now with a link of R = 1 Gbps.

a. Calculate the bandwidth-delay product, R dprop.

b. Consider sending a file of 800,000 bits from Host A to Host B. Suppose the file is sent
continuously as one big message. What is the maximum number of bits that will be in the link at
any given time?

¢. What is the width (in meters) of a bit in the link?

Zeoa. H25 AR, ALARISAEDY 0.08 A, BT IS SERN -

14



AL 2R G > s Bk PG T K

P28.

P29.

P30.

R dprop = 0.085 X 1 x 10°bps = 8 X 107bits
b. T 58 A B A AR I K T A0k SO RN, BT ATEAT R 45 58 HORT IR), BE B B LA K Tl
%04 80000bits .
c. DUARRE B A6 R PR 29 5 v e B AE AR R, B
20000km

8x 107pic ~ 02°om/b

Refer again to problem P25.
a. How long does it take to send the file, assuming it is sent continuously?
b. Suppose now the file is broken up into 20 packets with each packet containing 40,000 bits.
Suppose that each packet is acknowledged by the receiver and the transmission time of an
acknowledgment packet is negligible. Finally, assume that the sender cannot send a packet until
the preceding one is acknowledged. How long does it take to send the file?
c¢. Compare the results from (a) and (b).
% a. HEEEIEN:

Ao +d _ 800 000bits N 20000 x 103m

Proc 2 x 108bps 2.5 x 108m/s

b. B, JFOKH 800000bits KSLH4 R T 20 AN/ A skAEs, FHH—AN 0 4HAE K% I
FIFIAZ TS RIE T —AN 4, H 2N receiver 2SR 1R AER N 2 40 FO ALt (], f—A
SHASE =35y, 1 sender (IAERINIE], BERR ML AR (8], BN ACK MAEREISR], —IL55
BAEAR 20 U, BETE] N

=04+ 0.08 = 0.48s

40000b 2% 10*x 103m
2000+ 2% o) = 20% (3 s 2% 5 o) =5
c. ¥R A NI HROE R A TR T Z I TE], AR — A 2 AR S 3k I ) DA
Sl ACK HIfEHEIN 1], 2 tHAR 22 I [R) 145 .

Suppose there is a 10 Mbps microwave link between a geostationary satellite and its base station
on Earth. Every minute the satellite takes a digital photo and sends it to the base station. Assume a
propagation speed of 2.4 - 108 meters/sec.
a. What is the propagation delay of the link?
b. What is the bandwidth-delay product, R - dprop?
c. Let x denote the size of the photo. What is the minimum value of x for the microwave link to be
continuously transmitting?
%:oa. HUERED TR 5HIRIGIE S 36000km, &k EA

36000 x 103m

=2 P gass=1
Pov = g% 108mys  Os = 130ms

R dprop = (10 X 10°bps) x 0.15s = 1.5 X 10°bits
c. HUMR, &L i i/ N BEE RN A
60R = 60s X 10 X 10%bps = 6 X 108bits

Consider the airline travel analogy in our discussion of layering in Section 1.5, and the addition of

headers to protocol data units as they flow down the protocol stack. Is there an equivalent notion

15
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of header information that is added to passengers and baggage as they move down the airline
protocol stack?

B A EEIE SN IO . AR AT 25X N B3 W SO TOUA A Bt BT, MR B
SR, fpT RS A T, AT MRS EARE, SRR e A, &
SR I —NFRid, fRIIZIRE Qe 7 de, ZJERATRES, R A, BT
2 b AR (O R AR 0 AORUE R 2 A0 AT 22 1 IERAZ Ha . IE S b S0 o 0 — 4, B LA Bl
TR P CHR)JER 2 AL B I IS T4 AR ML F) A A5 JE A I e 8 DRALE B dls T T — AP A IR EEAT .

P31. In modern packet-switched networks, including the Internet, the source host segments long,
application-layer messages (for example, an image or a music file) into smaller packets and sends
the packets into the network. The receiver then reassembles the packets back into the original
message. We refer to this process as message segmentation. Figure 1.27 illustrates the end-to-end
transport of a message with and without message segmentation. Consider a message that is 8 - 106
bits long that is to be sent from source to destination in Figure 1.27. Suppose each link in the

figure is 2 Mbps. Ignore propagation, queuing, and processing delays.

== . Message [==1

) Sy -
a. Source Packet switch Packet switch Destination
Packet
== ==
EEE: \. i \ k i ‘ i ‘ #5
| — T
b. Source Packet switch Packet switch Destination

Figure 1.27 # Endtoend message Iransport: (o) without message
segmentation; [b) with message segmentation

a. Consider sending the message from source to destination without message segmentation. How
long does it take to move the message from the source host to the first packet switch? Keeping in
mind that each switch uses store-and-forward packet switching, what is the total time to move
themessage from source host to destination host?

b. Now suppose that the message is segmented into 800 packets, with each packet being 10,000
bits long. How long does it take to move the first packet from source host to the first switch?
When the first packet is being sent from the first switch to the second switch, the second packet is
being sent from the source host to the first switch. At what time will the second packet be fully
received at the first switch?

c. How long does it take to move the file from source host to destination host when message
segmentation is used? Compare this result with your answer in part (a) and comment.

d. In addition to reducing delay, what are reasons to use message segmentation?

e. Discuss the drawbacks of message segmentation.

%eoa MR, ZMSAERRISAE . HEPARS SERIAL BRI S8, FEACAH 70 HIN, IR EHLEE —A4
I3 P AL AR B ] R A% S i 1] 2y «
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P32.

P33.

8 x 10%h
2% 10%hps
— LA 3 kB, AR AR H B EN LR AE
4x3=12s
b. RSB ILAr Rk 800 N, FEANYLK/NA 10000bits, MIE FHLEIE — A AL, 2R
— AN LI SE A
10000b
2 % 108bps
BN HIGE RN G, FHEN 5x2=10ms; 5 M HMNIE ENRLERE 6%
BN ZEA Sms: 58 AN AR — N AS AL RI I 6] 2 5%2=10ms.
c. AR, 7 HBA SRR — A4 ACK sIELLKIE, IF[A[A]FE 9 Sms, 45— A543
B HRIHS, 233 Sms 5 AN B BL, DU SHESS 2 5 21 Ik B 4E Dy -
5x 34799 x5 =4010ms = 4.01s
d. W AHRSCT B, WA VR LR R, ISR — N PR A A R 2 AR AR ST B
WIREBE RSB, BRI 4L( HD videos)# &% BIM L d, B 2% A0 s ghix s H ok
M2, /N A T HEAE X 22 5K S T, B2 AN AP IR 4E
e. ZMEATE H LA S FRHES s 3RS0 HAEVE 2 /N SRR A T T B AT
AEH RN, SR E—F, WAL EE S G R K4 .

= 0.005s = 5ms

Experiment with the Message Segmentation applet at the book’s Web site. Do the delays in the
applet correspond to the delays in the previous problem? How do link propagation delays affect
the overall end-to-end delay for packet switching (with message segmentation) and for message
switching?

% JEM, fE applet SEIG IR AEFN 31 @I SE — B, AL RIS AT 500 B A v 3 3 R I 4
X6 A B 1) o 2H A 4 AR SC B A3 2 RS A —

Consider sending a large file of F bits from Host A to Host B. There are three links (and two
switches) between A and B, and the links are uncongested (that is, no queuing delays). Host A
segments the file into segments of S bits each and adds 80 bits of header to each segment, forming
packets of L = 80 + § bits. Each link has a transmission rate of R bps. Find the value of S that
minimizes the delay of moving the file from Host A to Host B. Disregard propagation delay.

% AR, BESHEIARGE, ACFRI SEREREN &, W TS B AR i . 7 HABORF/S,
AN AR SCBOR /NN (S + 80)bits, 7 AL 4 E N — S BER N 1724 (S + 80) /R, SH— 704l
B AN B I3 X (S + 80)/R, VAFRRZAIL(S + 80)/RIN IE—> 73 AR S B F|
EHBEN B, WL ZE

F F
ddelay=(S+80)X3+(5+80)X(§—1)=(S+80)x(§+2>

TRBIGIER) S MR I e/, X BT R 315

d
ﬁddelay =0

17
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P34. Skype offers a service that allows you to make a phone call from a PC to an ordinary phone. This

means that the voice call must pass through both the Internet and through a telephone network.
Discuss how this might be done.
e PR HHi FL TR X S AR IR I A 8% £ <P O Ab R AE — k. 24— AN“Skype” F P (R
FI LRI )T — N G g5 @ A i, I R A e N g, AR FLE S AT DG 2 R ST T
FLHE o HI 22N ZHAA J ) “Skype” FRVE & i BRI AR B G . AERI IR L, 15515 54
FREALT, SRJGARE B AT SN G o Sy —TT I, RS T R R S 4 I % Rk B A
W RRHE F 5 5 AT /- AL IR, PR I% 45 “Skype” H

18
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Chapter 2 Application Layer

P1. True or false?

P2.

P3.

P4.

a. A user requests a Web page that consists of some text and three images. For this page, the client
will send one request message and receive four response messages.

b. Two  distinct Web pages (for example, www.mit.edu/research.html  and

www.mit.edu/students.html) can be sent over the same per- sistent connection.

c. With nonpersistent connections between browser and origin server, it is possible for a single TCP
segment to carry two distinct HTTP request messages.

d. The Date: header in the HTTP response message indicates when the object in the response was
last modified.

e. HTTP response messages never have an empty message body.

% oa F, UM=K 7 & 72— DN ERAE RAR S, i A— 364 DY AN SRR SCR P A4 i
IVECS'E

b. T, HIEE, XA web W EH AR N: www.mitedu, HRZHEY A,

c. F, —7J5ifi, AFM HTTP 3R 2eid B 38 )5 R TCP Rk SCBANE, BT A—> TCP 4
SCBORTTREd i ANF I HTTP 5 5RISE; 50— r AR ARRF AR, A FTREAE — ME R R )
SRS S AT T ERE, FTEAANIERA .

d.F, EOBC A HTTP BB, Bl: “Last-Modified”, 1 4EAE508E 7B

e. F, WaNHRSCATRESEMARCNZS, Hhan<404 Not Found”, i RIGN RAEMR S 2% HBAKRE],

Read RFC 959 for FTP. List all of the client commands that are supported by the RFC.

2.y Al 45 i 4 (Access control commands): USER, PASS, ACT, CWD, CDUP, SMNT, REIN,
QUIT;

L4154 4 (Transfer parameter commands): PORT, PASV, TYPE STRU, MODE;

FTP k%54 (Service commands): RETR, STOR, STOU, APPE, ALLO, REST, RNFR, RNTO,
ABOR, DELE, RMD, MRD, PWD, LIST, NLST, SITE, SYST, STAT, HELP, NOOP.

Consider an HTTP client that wants to retrieve a Web document at a given URL. The IP address of
the HTTP server is initially unknown. What transport and application-layer protocols besides HTTP

are needed in this scenario?
% NMHZEPML: HTTP #1 DNS, i&fi/Ztil: TCP H-T#%: HTTP, UDP f T %% DNS.

Consider the following string of ASCII characters that were captured by Wireshark when the
browser sent an HTTP GET message (i.e., this is the actual content of an HTTP GET message). The
characters <cr><If> are carriage return and line-feed characters (that is, the italized character string
<cr> in the text below represents the single carriage-return character that was con- tained at that
point in the HTTP header). Answer the following questions, indicating where in the HTTP GET

message below you find the answer.

GET  /cs453/index.html ~ HTTP/1.1<cr><[f>Host:  gaia.cs.umass.edu<cr><[f>User-Agent:
Mozilla/5.0 (Windows;U; Windows NT 5.1; en-US; rv:1.7.2) Gecko/20040804 Netscape/7.2 (ax)
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<cr><If>Accept:ext/xml, application/xml, application/xhtml+xml, text/html; q=0.9, text/plain;
q=0.8, image/png, */*; q=0.5<cr><I[f>Accept-Language: enus, en; qg=0.5
<cr><If>AcceptEncoding: zip,deflate<cr><[f>Accept-Charset: 1SO-8859-1, utf-8; ¢q=0.7, *;

q=0.7<cr><If>Keep-Alive: 300<cr><I[f>Connection:keep-alive<cr><I[f><cr><[f>

a. What is the URL of the document requested by the browser?

b. What version of HTTP is the browser running?

c. Does the browser request a non-persistent or a persistent connection?

d. What is the IP address of the host on which the browser is running?

e. What type of browser initiates this message? Why is the browser type needed in an HTTP request
message?

Z: a. 13RA URL #/&: http:/gaia.cs.umass.edu/cs453/index.html, H A" gaia.cs.umass.edu +&F
HL4, /cs453/index.html 52 AL BRI EE1E4 .

b. HTTP/1.1.

c. HFEt“Connection:keep-alive” ] LTS H J& i A iE#2 .

d. {£ HTTP H %A IP 5E.

e. Mozilla/5.0. W W& 2R AE B LA, AN TIRS AN E, 20K F — X RIA R A
& NEESIE N (DR

P5. The text below shows the reply sent from the server in response to the HTTP GET message in the
question above. Answer the following questions, indicat- ing where in the message below you find

the answer.

HTTP/1.1 200 OK<cr><If>Date: Tue, 07 Mar 2008 12:39:45GMT<cr><If>Server: Apache/2.0.52
(Fedora)

<cr><If>Last-Modified: Sat, 10 Dec2005 18:27:46 GMT<cr><If>ETag:
“526¢3-f22-a88a4c80”<cr><If>Accept- Ranges: bytes<cr><If>Content-Length: 3874<cr><If>
Keep-Alive: timeout=max=100<cr><If>Connection: Keep-Alive<cr><If>Content-Type: text/html;
charset=ISO-8859-1<cr><If><cr><If><!doctype html public “- //w3c//dtd html 4.0
transitional//en”><1f><html><I1f>

<head><If> <meta http-equiv="Content-Type” content="text/html; charset=is0-8859-1"><If>
<meta name="GENERATOR” content="Mozilla/4.79 [en] (Windows NT 5.0; U) Netscape]”><If>
<title>xCMPSCI 453 / 591 /

NTU-ST550A Spring 2005 homepage</title><lf></head><If>

<much more document text following here (not shown)>

a. Was the server able to successfully find the document or not? What time was the document reply
provided?

b. When was the document last modified?

c. How many bytes are there in the document being returned?

d. What are the first 5 bytes of the document being returned? Did the server agree to a persistent
connection?

% a. HI“HTTP/1.1 200 OK™RASS 200 7T LA H, 55 as i Eh#k U S0k (8] W SCRAI [ 24
“Tue, 07 Mar 2008 12:39:45GMT”,
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P6.

P7.

b. th“Last-Modified: Sat, 10 Dec2005 18:27:46 GMT {35 A&k (8] 4: Sat, 10 Dec2005
18:27:46 GMT,

c. H“Content-Length: 3874”1351, CH4 K/ 3874bytes.

d. “<cr><If><cr><IB>"WA R EMATRF AR E, ZJaR&CRAE, FAENFI2E: <!doc »

e. Hi“Connection: Keep-Alive” fJ &1, & A&,

Obtain the HTTP/1.1 specification (RFC 2616). Answer the following questions:

a. Explain the mechanism used for signaling between the client and server to indicate that a
persistent connection is being closed. Can the client, the server, or both signal the close of a
connection?

b. What encryption services are provided by HTTP?

c. Can a client open three or more simultaneous connections with a given server?

d. Either a server or a client may close a transport connection between them if either one detects the
connection has been idle for some time. Is it possible that one side starts closing a connection while
the other side is transmitting data via this connection? Explain.

% a. {E RFC 2616 5 8 #7311 M2 7 AJERL (XA A UK 3 IE H ) 2R AR Z 3RO HBY
% RFC), RFC ] 8.1.2 1 8.1.2.1 F 545 JC i 2 & P HLIE 2 ik 55 s # vl ASC A A T4 . 3
T E AR SRR SC B E W N AR SCHR,  Connection 7B N: Close K% AR .

b. HTTP #eA7 S AR (T in s e 55

c. ANATLA, £ ZWi%k. (From RFC 2616) “Clients that use persistent connections should limit the
number of simultaneous connections that they maintain to a given server. A single-user client
SHOULD NOT maintain more than 2 connections with any server or proxy.”

d. fE—ui A& S, 1A — ) EE R E X R A fg. (From RFC 2616) “A client might
have started to send a new request at the same time that the server has decided to close the "idle"
connection. From the server's point of view, the connection is being closed while it was idle, but

from the client's point of view, a request is in progress.”

Suppose within your Web browser you click on a link to obtain a Web page. The IP address for the
associated URL is not cached in your local host, so a DNS lookup is necessary to obtain the IP
address. Suppose that n DNS servers are visited before your host receives the IP address from DNS;
the successive visits incur an RTT of RTTI, . . . , RTTn. Further suppose that the Web page
associated with the link contains exactly one object, consisting of a small amount of HTML text.
Let RTTO denote the RTT between the local host and the server containing the object. Assuming
zero transmission time of the object, how much time elapses from when the client clicks on the link

until the client receives the object?

% AT T IP bk BT AR 2% AR R A -

RTT, + RTT, + RTT; + -+ RTT, = Z RTT,
i=1
— BN IP thlik, —RTT RN TCP EER W], 55— ANRTT 37 Ak 11 SRR ORI B
RIS Ta],  ZR S TR A

n
2RTT, + Z RTT;

i=1
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P8.

P9.

Referring to Problem P7, suppose the HTML file references eight very small objects on the same
server. Neglecting transmission times, how much time elapses with
a. Non-persistent HTTP with no parallel TCP connections?
b. Non-persistent HTTP with the browser configured for 5 parallel connections?
c. Persistent HTTP?
Zre RAF MG TP JF HE N 3 51 B /5 i 1) 0«
RTT; + -+ RTT,, + 2RTT,.

a. A AT TCP ERMAERE A HTTP, 1€ TCP EHE UG, B N RIBEE TCP %
Bt AT A, — LRSI 8 IR, PRI A A

RTT; + ---+RTT,, + 2RTT, + 8 X 2RTT, = RTT; + ---+ RTT, + 18RTT,
b. 15 % JFAT TCP HEAAEFF A HTTP, JEATH A BRI [RIIN AT AEEST 5 25388, DL A 7R %
HESLPGERE, IR 5 %, TR 3 %, PRI Tag:

RTT, + -+ +RTT, + 2RTTy + 2 X 2RTTy = RTT; + --- + RTT,, + 6RTT,
c. AWIKEMFFA RTT, (LRSS aM% FHLESLER LG, 7 PR &R il SRIF BBl
A 8N, TCRHEELFIERE, A

RTT; + -+ + RTT,, + 2RTT, + RTT, = RTT, + -+ RTT, + 3RTT,

Consider Figure 2.12, for which there is an institutional network connected to the Internet. Suppose
that the average object size is 850,000 bits and that the average request rate from the institution’s
browsers to the origin servers is 16 requests per second. Also suppose that the amount of time it
takes from when the router on the Internet side of the access link forwards an HTTP request until it
receives the response is three seconds on average (see Section 2.2.5). Model the total average
response time as the sum of the average access delay (that is, the delay from Internet router to
institution router) and the average Internet delay. For the average access delay, use A/(1 — AB),
where A is the average time required to send an object over the access link and [ is the arrival
rate of objects to the access link.
a. Find the total average response time.
b. Now suppose a cache is installed in the institutional LAN. Suppose the miss rate is 0.4. Find the
total response time.
Freoa. BEERVT R BERR ROE ARG, BIE I RRE R U7 ) — AN G I R L I T A
850000hits  850000bits
T T15Mbps 15 x 10%bps
B R (1 I R PR RO RO 12 U ) B )~ 38 BIIA 2
B = (16request/sec) X (0.0567sec/request) =~ 0.9

~ 0.0567s

I8 Al I SE D«
A 0.0567s
1-A8 1-09
Y 1] — AN Gz R~ 35 i [ B[] Ay <
34 0.567 = 3.567s
b. “miss rate” 4 0.4, BldrZE N 0.6, & EETE RIS GA 60% H LR X L5355 2, 40% H K 4F
WA A2, LR TR IR0 60%, TS24 15 1] i) 4 A -

= 0.567s
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A 0.0567

1-A8 1-09x04
3 3 R ] — AN G T T LR IE] A : 3 4 0.089 = 3.089s, AHuHLI AR 55 26 /2 40% (1)
SFRIER, Vi EDN 0, PRIRERH £ 60%, B[] 3.123s JUL mi B2 (8]«

= 0.089s

0.4 X 3.089 + 0.6 X 0 ~ 1.24s
HTHSRT AL, R T G as ZJa, — X G IIWAREI [F] Y 3.567s 821 T 1.24s, 2
TR,

P10. Consider a short, 10-meter link, over which a sender can transmit at a rate of 150 bits/sec in both
directions. Suppose that packets containing data are 100,000 bits long, and packets containing
only control (e.g., ACK or hand- shaking) are 200 bits long. Assume that N parallel connections
each get 1/N of the link bandwidth. Now consider the HTTP protocol, and suppose that each
downloaded object is 100 Kbits long, and that the initial downloaded object contains 10
referenced objects from the same sender. Would parallel downloads via parallel instances of
non-persistent HTTP make sense in this case? Now consider persistent HTTP. Do you expect
significant gains over the non-persistent case? Justify and explain your answer.

B TR, B NE AN R LTSRN HARNBERS, HT, RN 1E IS5 s %
JOLZ ] FR) B i) A IS A

HAHBARRF AR NI N, T T H)ZK LT 150bits/sec HIA 9, FEAM
15bits/sec. AFFFAERIFAT T EATERAH T H#orse: TCP =ik4ETFLLR N HEEA
R, WG EN I RILER:; 5 %) %:Iﬁm#%ﬁéﬁ,ﬁ?ﬁ%~4ﬁ%ﬁ,§
F—HAT TCP =4 T, FERGE R SO AR K BT %8 R ITAE 2 RIS (6] Ay«

(o4, + 20+ T, + 2224 T, + +T, +

100000 200 200 200
+T)(
150

150/10 pT 150/10 + Tp + 150/10

10000
150/10

BUEHFEFRR A HTTP 3E8:, fEIRS SN P WL R RIERE S UG, Tome EADR &R, £
BEERE B DMERPTA X R, FE9 S E] A -

+7T,) = 7377 + 8T, (seconds)

200 100000 10000

mo Tt

200
Co+T, +22+T, +

+T,) +10x (22 4T, + 22504 T, ) = 7351 +

24T, (seconds)

TEE AL R 23 x 10%m/s, HSAT, = 10m + (3 x 108m/s) = 0.03ms, KL IEI 4E
T, F TAR SN SE T &, A LALZBE AT .

H BT ERATT LA 1, FrAR HTTP ©E A R AERE A IRAT N8R, SRIA 2
1%,

P11. Consider the scenario introduced in the previous problem. Now suppose that the link is shared by
Bob with four other users. Bob uses parallel instances of non-persistent HTTP, and the other four
users use non-persistent HTTP without parallel downloads.

a. Do Bob’s parallel connections help him get Web pages more quickly? Why or why not?
b. If all five users open five parallel instances of non-persistent HTTP, then would Bob’s parallel

connections still be beneficial? Why or why not?

% oa. s2M, K4 Bob AT 2 IERE, by DAL= SR A BE R 717 5
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b. Bob 38R ZHATIFAT T8, I, 0T HARPYAS R, AR A 5 /D (R B 7 9

P12. Write a simple TCP program for a server that accepts lines of input from a client and prints the
lines onto the server’s standard output. (You can do this by modifying the TCPServer.py program
in the text.) Compile and execute your program. On any other machine that contains a Web
browser, set the proxy server in the browser to the host that is running your server program; also
con- figure the port number appropriately. Your browser should now send its GET request
messages to your server, and your server should display the messages on its standard output. Use
this platform to determine whether your browser generates conditional GET messages for objects
that are locally cached.

% WR:
TCPServer.java
import java.io.*;
import java.net.*;
class TCPServer {
public static void main(String argv[]) throws Exception

{
String clientSentence;
ServerSocket welcomeSocket = new ServerSocket(6789);
while(true)
{
Socket connectionSocket = welcomeSocket.accept();
BufteredReader inFromClient = new BufferedReader(new
InputStreamReader(connectionSocket.getInputStream( ) ) );
clientSentence = inFromClient.readLine();
System.out.printin(“RECEIVED FROM CLIENT : ” +
clientSentence + “\n”);
b
}

P13. What is the difference between MAIL FROM: in SMTP and From: in the mail message itself?
%: SMTP H1i) MAIL FROM: J& SMTP BT —#7r, KA T%imiEE, il
RIZF) SMTP 55 2 B AF I SR A8 o T BB A S A B 1K) From: 2 BB ST SEAAR T
— 5y, AR SMTP H &

P14. How does SMTP mark the end of a message body? How about HTTP? Can HTTP use the same
method as SMTP to mark the end of a message body? Explain.
% - SMTP FAAX I AL &5 I 8] (1) — AT, RARICAE NS B EARKE . HTTP F“Content-Length
header field (15 #57 BOK ) ">k 48 A5 B BRI . I ANBE A — AR B0 07 2ok AR i K
[K25 HTTP {5 5 o] LA 2 sk 8 k50, SR100, SMTP A2 H 7 ELRFIK) ASCIH A% :k R IR o

P15. Read RFC 5321 for SMTP. What does MTA stand for? Consider the follow- ing received spam

email (modified from a real spam email). Assuming only the originator of this spam email is
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P17.

malacious and all other hosts are honest, identify the malacious host that has generated this spam

email.

From - Fri Nov 07 13:41:30 2008
Return-Path: <tennis5@pp33head.com>

Received: from barmail.cs.umass.edu (barmail.cs.umass.edu [128.119.240.3]) by cs.umass.edu
(8.13.1/8.12.6) for <hg(@cs.umass.edu>; Fri, 7 Nov 2008 13:27:10 -0500

Received: from asusus-4b96 (localhost [127.0.0.1]) by barmail.cs.umass.edu (Spam Firewall) for
<hg@cs.umass.edu>; Fri, 7 Nov 2008 13:27:07 -0500 (EST)

Received: from asusus-4b96 ([58.88.21.177]) by barmail.cs.umass.edu for <hg@cs.umass.edu>;
Fri, 07 Nov 2008 13:27:07 -0500 (EST)

Received: from [58.88.21.177] by inbnd55.exchangeddd.com; Sat, 8 Nov 2008 01:27:07 +0700
From: "Jonny" <tennis5@pp33head.com>

To: <hg@cs.umass.edu>

Subject: How to secure your savings

%: MTA $5“Mail Transfer Agent”. — M EHHIRME B RKIEL MTA, REXAMEEAEKRE
1) MAT R —NF5, DMBERIABCT IR . RATE 21X MTA R SCERBETE—i&
B MTA #R3CETH . —/MA1E K MTA ROAZHR S EEM A EIXA MTA. XA RS
fITERR], “asusus-4b96 ([58.88.21.177])”, ‘B A BEM AL RX 4y T IBAF, DIk
AU AN A IR A7 WA () R L AN S (Y, TR I “asusus-4b96 ([58.88.21.177])"— i & K AL H

Read the POP3 RFC, RFC 1939. What is the purpose of the UIDL POP3 command?

%: UIDL 2&M— 3R FRM4H'S . 29— POP3 % i Kt —A> UIDL 4, &% #ik
5]t A2 P S L P B B A () e — IR A o IX A A 0 N BRI R B 7 A - i
TR B BRI BB LE I F) A5 8, B BERS (A UIDL i & R0 1 £ R 55 2 b W8 L s
e T .

T

UIDL POP3 fir & #%3(:  +UIDL[msg]

[ 23] S0 (). i Ras AR, ANEFEBARIC MR RS 1T

CRRH1 Y AAE" B IREE N A .

(0]

WG H 724, H POP3 IR&#5 ik I 4E Hid(E B MmN, MATHONE B AZ-ID".
WK AHZH, RS AR BN R, e SAE A2 4T84 . ERVIF+OK J&, X T4
AMEME, RS ARG AR R . AT AU A (0 " SL-ID 38" N fRIAEE i, P
2% 2R EERAT A SZ-ID KRR E kg . BRI AE A ISI-ID. S4MSZ-ID
0x21 F| OX7E FAF4Ll, XSS E RN P A R .

Consider accessing your e-mail with POP3.
a. Suppose you have configured your POP mail client to operate in the download-and-delete mode.

Complete the following transaction:

C: list
S: 1498
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mailto:<hg@cs.umass.edu>

HEHLMS RG> B

Bl Pt i K

I AR O B S

2912

retr 1
blahblah...S: ... blah S:

b. Suppose you have configured your POP mail client to operate in the download-and-keep mode.

Complete the following transaction:

VY QL wn 0

list
1498
2912

retr 1
blahblah...S: ... blah S:

¢. Suppose you have configured your POP mail client to operate in the download-and-keep mode.

Using your transcript in part (b), suppose you retrieve messages 1 and 2, exit POP, and then five

minutes later you again access POP to retrieve new e-mail. Suppose that in the five-minute inter-

val no new messages have been sent to you. Provide a transcript of this second POP session.
Z:oa W

C: dele 1

C: retr 2

S: (blah blah ...

S blah)

S:.

C: dele 2

C: quit

S: +OK POP3 server signing off

b. WI'F:

C:retr2

S: blah blah ...

St blah

S:.

C: quit

S: +OK POP3 server signing off

C. ﬁD‘F:

C: list
S: 1498
S:2912
S:.
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C:retr 1

S:blah .....

S: ....blah

S:.

C: retr 2

S: blah blah ...

St blah

S:.

C: quit

S: +OK POP3 server signing off

P18. a. What is a whois database?
b. Use various whois databases on the Internet to obtain the names of two DNS servers. Indicate
which whois databases you used.
c¢. Use nslookup on your local host to send DNS queries to three DNS servers: your local DNS
server and the two DNS servers you found in part (b). Try querying for Type A, NS, and MX
reports. Summarize your findings.
d. Use nslookup to find a Web server that has multiple IP addresses. Does the Web server of your
institution (school or company) have multiple IP addresses?
e. Use the ARIN whois database to determine the IP address range used by your university.
f. Describe how an attacker can use whois databases and the nslookup tool to perform
reconnaissance on an institution before launching an attack.
g. Discuss why whois databases should be publicly available.
Zeoa. NT—AMEEMEA, 1P bk 2E B 4 N, whois HUHE PE RERE K€ fir
FHRLEIC N, whois %5 %%, DNS Hg5#s4E.
b. k75 P & DNS JK % %% ) & F: NS4.YAHOO.COM M www.registercom 753 F;
NSI.MSFT.NET M www.register.com 73 %.

¢. Local Domain: www.mindspring.com

Web servers : www.mindspring.com
207.69.189.21, 207.69.189.22,
207.69.189.23, 207.69.189.24,
207.69.189.25, 207.69.189.26, 207.69.189.27,
207.69.189.28
Mail Servers : mx1.mindspring.com (207.69.189.217)
mx2.mindspring.com (207.69.189.218)
mx3.mindspring.com (207.69.189.219)
mx4.mindspring.com (207.69.189.220)
Name Servers: itchy.earthlink.net (207.69.188.196)
scratchy.earthlink.net (207.69.188.197)

www.yahoo.com

Web Servers: www.yahoo.com (216.109.112.135, 66.94.234.13)

Mail Servers: a.mx.mail.yahoo.com (209.191.118.103)
b.mx.mail.yahoo.com (66.196.97.250)
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c.mx.mail.yahoo.com (68.142.237.182, 216.39.53.3)
d.mx.mail.yahoo.com (216.39.53.2)
e.mx.mail.yahoo.com (216.39.53.1)
f.mx.mail.yahoo.com (209.191.88.247, 68.142.202.247)
g.mx.mail.yahoo.com (209.191.88.239, 206.190.53.191)
Name Servers: nsl.yahoo.com (66.218.71.63)
ns2.yahoo.com (68.142.255.16)
ns3.yahoo.com (217.12.4.104)
ns4.yahoo.com (68.142.196.63)
nsS.yahoo.com (216.109.116.17)
ns8.yahoo.com (202.165.104.22)
ns9.yahoo.com (202.160.176.146)

www.hotmail.com
Web Servers: www.hotmail.com (64.4.33.7, 64.4.32.7)

Mail Servers: mx1.hotmail.com (65.54.245.8, 65.54.244.8, 65.54.244.136)
mx2.hotmail.com (65.54.244.40, 65.54.244.168, 65.54.245.40)
mx3.hotmail.com (65.54.244.72, 65.54.244.200, 65.54.245.72)
mx4.hotmail.com (65.54.244.232, 65.54.245.104, 65.54.244.104)
Name Servers: nsl.msft.net (207.68.160.190)
ns2.msft.net (65.54.240.126)
ns3.msft.net (213.199.161.77)
ns4.msft.net (207.46.66.126)
ns5.msft.net (65.55.238.126)
nslookup —type=A ... ZEWIHFRBEN A % FHLE R R 1P Hibik.
nslookup —type=NS ... ZEHTHERFAN NS BB BUE DNS 5851 EHL4 .
nslookup —type=MX ... iZ P H1E R MX [1Z 5 44 FIIRER 25 2% 1R ENLA .
d. P& (yahoo) HJ Web k4548 A £~ IP #ilik, www.yahoo.com (216.109.112.135,
66.94.234.13)
e. FRFTERI K, BkVG I E K %% ¥ (ShannXi Normal University) /¥ 2% Hb 1k 35 [ A -
202.117.144.0 - 202.117.159.255,
f. —/MANRFRAE ] whois HU3E &A1 nslookup T Bk H AR LA [P Hikk7EE, DNS
iR 25 25 bk 55
g. BB AR EALE S, R FZREWMH] whois REARA KT B RITHIZM1E
B IR RENS I8 AR YR R

In this problem, we use the useful dig tool available on Unix and Linux hosts to explore the
hierarchy of DNS servers. Recall that in Figure 2.21, a DNS server higher in the DNS hierarchy
delegates a DNS query to a DNS server lower in the hierarchy, by sending back to the DNS client
the name of that lower-level DNS server. First read the man page for dig, and then answer the
following questions.

a. Starting with a root DNS server (from one of the root servers [a-m].root- servers.net), initiate a

sequence of queries for the IP address for your department’s Web server by using dig. Show the
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list of the names of DNS servers in the delegation chain in answering your query.

b. Repeat part a) for several popular Web sites, such as google.com, yahoo.com, or amazon.com.
% a. N LL gaia.cs.umass.edu 9%

a.root-servers.net

E.GTLD-SERVERS.NET

ns1.umass.edu(authoritative)

First command:

dig +norecurse @a.root-servers.net any gaia.cs.umass.edu

;; AUTHORITY SECTION:

edu. 172800 IN NS E.GTLD-SERVERS.NET.
edu. 172800 IN NS A.GTLD-SERVERS.NET.
edu. 172800 IN NS G3.NSTLD.COM.

edu. 172800 IN NS D.GTLD-SERVERS.NET.
edu. 172800 IN NS H3.NSTLD.COM.

edu. 172800 IN NS L3.NSTLD.COM.

edu. 172800 IN NS M3.NSTLD.COM.

edu. 172800 IN NS C.GTLD-SERVERS.NET.

Among all returned edu DNS servers, we send a query to the first one.
dig +tnorecurse @E.GTLD-SERVERS.NET any gaia.cs.umass.edu

umass.edu. 172800 IN NS nsl.umass.edu.
umass.edu. 172800 IN NS ns2.umass.edu.
umass.edu. 172800 IN NS ns3.umass.edu.

Among all three returned authoritative DNS servers, we send a query to the first one.
dig +tnorecurse @nsl.umass.edu any gaia.cs.umass.edu

gaia.cs.umass.edu. 21600 IN A 128.119.245.12
b. google.com 3 1) ] g L4 :
a.root-servers.net
E.GTLD-SERVERS.NET
nsl.google.com(authoritative)

Suppose you can access the caches in the local DNS servers of your department. Can you propose
a way to roughly determine the Web servers (outside your department) that are most popular
among the users in your department? Explain.

Zee FRATATLLJE HITE R 6 A DNS RS #5 1 DNS ZZA7 A7 R ER(RI U5 i), B WL ILTE
DNS Z2A7 (1 I ki il 5% 25 A2 B S AR IR R 55 4 o X2 KR, T SR BE 22 1O P G A Il o
R, FH P 2 AR X IZAN 3 IR 55 4 I8 AR KT SR o TR, 34N Do sl 2 B AR B 1) L LA X
DNS 247

N T AR, W
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Craig E. Wills, Mikhail Mikhailov, Hao Shang
“Inferring Relative Popularity of Internet Applications by Actively Querying DNS Caches”, in
IMC'03, October 27-29, 2003, Miami Beach, Florida, USA

P21. Suppose that your department has a local DNS server for all computers in the department. You are
an ordinary user (i.e., not a network/system administrator). Can you determine if an external Web
site was likely accessed from a computer in your department a couple of seconds ago? Explain.
% {F Unix 8% Linux 55 T, AT LA dig F2PP7E A DNS AR %25 o 25 2 1H) Web 3
Ebdin, “dig baidu.com™ % 231 [A] %} “baidu.com” 3l f5 ) A #IHF ], 15 baidu.com 7E JLFP FT &
Bevilapid, 7EAH DNS 247, baidu.com IR EAE, HULERI SR 0. BN, &
W TR E K

P22. Consider distributing a file of F = 15 Gbits to N peers. The server has an upload rate of us = 30
Mbps, and each peer has a download rate of di =2 Mbps and an upload rate of u. For N =10, 100,
and 1,000 and u = 300 Kbps, 700 Kbps, and 2 Mbps, prepare a chart giving the minimum
distribution time for each of the combinations of N and u for both client-server distribution and
P2P distribution.

& AEREPHUIRS & KB, T RSN RIE, FRATHL T A

D {NF F }
=maxy——,——
“ Us dmin

£ P2P 7p AR, 9 T it RNy I TE], FELR A

b {F F NF }
=max—, )

Fzp Us dmin Ug + Ziv=1 U;

X B, F = 15Gbits = 15 x 1024Mbits, us = 30Mbps, dpi, = d; = 2Mbps , £ &,

300Kbps = 300/1024Mbps, M-

NN B B
N
10 100 1000
300 Kbps 7680 51200 512000
700 Kbps 7680 51200 512000
2 Mbps 7680 51200 512000
P2P 55
N
10 100 1000
300 Kbps 7680 25904 47559
700 Kbps 7680 15616 21525
2 Mbps 7680 7680 7680

P23. Consider distributing a file of F bits to N peers using a client-server architecture. Assume a fluid
model where the server can simultaneously transmit to multiple peers, transmitting to each peer at

different rates, as long as the combined rate does not exceed us.

30



AL R A 2] R 3 Bk PG T K

P24.

a. Suppose that us/N<dmin. Specify a distribution scheme that has a distri- bution time of NF/us.
b. Suppose that us/N=>dmin. Specify a distribution scheme that has a distri- bution time of F/ dmin.
c. Conclude that the minimum distribution time is in general given by max{NF/us, F/ dmin}.
Zeoa. 1) N AWEETTRIEA, ARSI RIEREE Nug /N, KRus/N < dpin»

FIT AN 7 B 2 A SRR ) Ay — % [ A X 45 7 B RAE I ) — 4, BITRLS

Us/N

%Eﬁﬁl‘ﬂﬁﬁ%?%o
b. BIAUG/N = dipin» ITELHR RESXSS5 75 KL IR NF/ doi» FTEARE DS IO R 52 3
SAFHIS TAUNF ) dopyiy o VAR S5 T7 AR RIS TR — 4, i DU 7 A T AT F / dopin o

c. tH 2.6 WATKI, Des = max{™,——}. F(u/N) < dyin» WDes =%, il a WRITER

)
Us " dmin

A ALE R F, Des < 2% FTBADgs = =25 #(Us/N) 2 din» MDgs = ——3LHT b ATAIE

’
S dmin

fib 5L F, Dos < ——, FTbADes = ——bL, 4K EFTADcs = max (&, -}

’ )
Amin Amin Us ~ dmin

Consider distributing a file of F bits to N peers using a P2P architecture. Assume a fluid model.
For simplicity assume that dmin is very large, so that peer download bandwidth is never a
bottleneck.

a. Suppose that us < (us +ul + ... + uN)/N. Specify a distribution scheme that has a distribution
time of F/us.

b. Suppose that us = (us + ul + ... + uN)/N. Specify a distribution scheme that has a distribution
time of NF/(us +ul + ... + uN).

c. Conclude that the minimum distribution time is in general given by max{F/us, NF/(us +ul + ...
+uN)}.

Zeoa EXu=u; +uy + o+ u,. BIVMEE:

u; < (ug +u)/N 21

FEEA SRS N, 58540 KN 9L F o IR 55 B K858 i P 2 0 5577 1 3 A = = X g

Ty ety = U BRSSO N AN EETT B A i 2 2 AN 2l i AN el i IR 55 4 0
BERRAE MR . I A — XA TT 1 DU Zr AN — 10575 0 bits FRdHATH R« X T 5
—ARPEETT T E SRR (N - D FAITA:
(N=Dry =N -Duu)/u<wy

X EAESRMER 1. 5T | R R R T R s Ry, .
FERXA P RITRE, XEETT 1 #0K bits B R IHEN

i+ Z T = U

J#i

PRl e o) 85 7 SO R 9 F/ugo
b. B—REXu=u +u, + - +u,. RIME:
u; = (ug +u)/N 22
21y =u/(N = DIF Hrypy = (us —u/(N = 1))/N,
FERXANPICTT R, XS N + 147, RS54 LLIB R K 58 1 AN B2 1Y bits KRS i
AXFETT( =1, N)o BF—DXEETT 1| LR A 8 N-1 DMXEETTH K bitse 1AM, k%%
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ZRMEEN + 1300 TFah, DA Ry, M E N AT KIS bits, XEEXTE T AR KE
BN 4 15771 bits.
AR5 2 1 Je R TR RN
u u
W-D BT D "
Rl 35 T B R TR R A2 I B I B MR . X7 1 R R IE RN
(N=-Dr=w
IRl AR AN 0 55 7 1) R IE S R AN S i & i i i e R
TEIXRAN Y ROTER R, WEETT 1 B0 bits IR IEZE N
u
Tt Tyt +er = (Nil)‘l'(us 1{,\]—1) = (us +w)/N

Jj#i

181 +‘l"2 + Ty +NTN+1 =

DRl b A AN o 85 5 B SOSC AR R 2 NF/ (ug + w) o
(R &5 2, FATZIE T VEGIE XA SCE 5T = 1, -+, N + 1EB K/ o FRATHE X HL Rt 43E
B &A= (ug + w)/NAD K EL X Fi=1,, N+ 1M 5, XIS i #9 K/NEF, = r;Abits.
55N+ 39 A KN NFy 41 = Ty Abitse EANEMERTF, + 4 Fyq = Fo )
. IXANARR R TRERD 17(c)Z8Mh, FRATTAN 2.6 5 AT &1
Dp,p = max {E,L}
ug (us +u)

4545 a, b BATAT LIS R AR

P25. Consider an overlay network with N active peers, with each pair of peers hav- ing an active TCP
connection. Additionally, suppose that the TCP connections pass through a total of M routers.

How many nodes and edges are there in the corresponding overlay network?

e (R K N AN, g

2

P26. Suppose Bob joins a BitTorrent torrent, but he does not want to upload any data to any other peers
(so called free-riding).
a. Bob claims that he can receive a complete copy of the file that is shared by the swarm. Is Bob’s
claim possible? Why or why not?
b. Bob further claims that he can further make his “free-riding” more efficient by using a
collection of multiple computers (with distinct IP addresses) in the computer lab in his department.
How can he do that?
% oa MBEIEIIRAATH), REAERKI R A 28 2 1045 J7 75 AR N . Bob AT RAA
A o 85 777 38 3k S 0 ) 36 B R SR
bl 58 R BRI AT I . MR BAAERE & B BIEAT AR, RN b
“free-riding”, WtHEk B ANF LN RERIE, FRARNTS G B — N — RS Az T
DA — 7 B H SRR, 0 T34 SO AN [ B B oo AN R ELEA T R . X2 P2P
W 2% LAY ) —Ffr Sybil Bt o

P27. In the circular DHT example in Section 2.6.2, suppose that peer 3 learns that peer 5 has left. How
does peer 3 update its successor state information? Which peer is now its first successor? Its

second successor?

% IRXEETT 3 B4 TR EETT 5 BIT RS, A EETT 3 21n) & 128 — 4R AR 45 77 (O
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P28.

P29.

P30.

P31.

SET7 A) R K E B SLEN AR 5577 (R 507 8)HIFR AT . X477 3 SR KX 507 8 AENER
ARAEXTEETT

In the circular DHT example in Section 2.6.2, suppose that a new peer 6 wants to join the DHT
and peer 6 initially only knows peer 15’s IP address. What steps are taken?

% NI 6 HAIRIXNEETT 15 KIE— MR, BXEETT 6 MRTIRAE 4kxt 5T A 4?7,
XAMRSCIET DHT # & 2B BIA 05577 5 F1 8, 5 RRFIE 2 6 BRI &6 77, 8 R E
BIE 6 MEARNEETT . SRE, REETT 5 RIZIZAFT ARG AR 2507 (5 BIR M5 04677 6. X4
77 6 BIERT LA DHT 3%, ibEXF5575 8 oA B I G 4k 0 4677 F Hal x4 77 5 € G
XS ETTAEN 6.

Because an integer in [0,-+,2""!] can be expressed as an n-bit binary number in a DHT, each
key can be expressed as k = (k0, k1, . . ., kn—1), and each peer identifier can be expressed p = (p0,
pl, ..., pn-1). Let’s now define the XOR dis- tance between a key k and peer p as

n=1

dtk,p) = ) Ji =2/
j=0

Describe how this metric can be used to assign (key, value) pairs to peers. (To learn about how to
build an efficient DHT using this natural metric, see [Maymounkov 2002] in which the Kademlia
DHT is described.)

% WNTH A key, HAVE—DIHEEEASBAXNETRES, Hdk,p), RELHERMN
key f it A 257 BRI AE il key(FH B /MR 518D

As DHTs are overlay networks, they may not necessarily match the underlay physical network
well in the sense that two neighboring peers might be physically very far away; for example, one
peer could be in Asia and its neighbor could be in North America. If we randomly and uniformly
assign identifiers to newly joined peers, would this assignment scheme cause such a mismatch?
Explain. And how would such a mismatch affect the DHT’s performance?

B W, FIXETTRENLIIC keys, MRANFRIRZMZS, EEMR S B0CH (BRIL
Bic).

X RICIC T e = PRAC A PERE . Eotn, B — DR pl(IUAE B PSR EE RS-
A>B>C, AFIB ALK, B CRMXET . BER 7 —KBHEER p2, 2
M A B C H(HIER =% B HEK): A>D2>E>C.

AREFE A F1 B EM I Pk AR BRI (BT 1V 2 B 28R IT), JEH B A C fEEE ok
e GEE V2 it as bR It (HRWATREHIM LA ™ EIE: A, D, E =FM C £YH E
o GRS AR R AR TT) . #E 2, — N EHEE R R AR N — AN HEE K
PREERE

Install and compile the Python programs TCPClient and UDPClient on one host and TCPServer
and UDPServer on another host.

a. Suppose you run TCPClient before you run TCPServer. What happens? Why?

b. Suppose you run UDPClient before you run UDPServer. What happens? Why?

c. What happens if you use different port numbers for the client and server sides?
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P32.

P33.

P34.

P35.

% a. WHRILIZAT TCPClient, &/ ikt & 2 — DN IEAMFAE RS AR AR %R, A%
7 TCP 8.

b. UDPClient N2 FIAR S #8257 TCP i%E#:. Kk, MRE KIE1T UDPClient i — V) 1E%,
SR JG154T UDPServer, 4R Al LLITFHiIAN .

c. MBHHARROS, RERFPLE SRS E A FERREE L ER. S

Bz
Suppose that in UDPClient.py, after we create the socket, we add the line:
clientSocket.bind((", 5432))

Will it become necessary to change UDPServer.py? What are the port numbers for the sockets in
UDPClient and UDPServer? What were they before making this change?

% R, UDPClient 7EG)E BRI IFE&A WHE im0 5. EXFEE T,
RIS LR A R G L — N 5. fEA TSN —1T)5, £ UDPClient BAAT
I, — AT H S 5432 BT UDP B 101

UDPServer it ZH1TE % /7 WL 3 -5 DUE W] DL 0 2 RCGR 48 IER 2% S LB #27  dld AE
UDPServer —% , A1 T fRE) % - WL 15 A2 MR ST @ AR REVEAHIE R ; T2, UDPServer
HRLAHTR B2 P L EEE R, kg % WL 5. UDP Server H4 £l AL % /' L3
M5 T, 45 5432, UDPServer AN E BTN,

TEMZ AT, AT

Client socket = x (chosen by OS)

Server socket = 9876

FEZ 5 5 AT

Client socket = 5432

Can you configure your browser to open multiple simultaneous connections to a Web site? What
are the advantages and disadvantages of having a large number of simultaneous TCP connections?
e SR, ARAT DARCE 2 AN BT SR — AN Wl T T 2 5 A P e o 0 AR AT RS T BOCHER)
PSR R R AR AT BE S I B o S 2 R &/\ﬂ:%ﬁ’fﬁ%ﬁﬁﬁ@ﬂﬂ)j AT B L

We have seen that Internet TCP sockets treat the data being sent as a byte stream but UDP sockets
recognize message boundaries. What are one advantage and one disadvantage of byte-oriented
API versus having the API explicitly recognize and preserve application-defined message
boundaries?

% XT—NEH, HWnEfE & s (telnet F1 ssh), —ANFA7E 7] 1 (byte-stream oriented
protocol) & AFH H AR, AU 1 TCP &

FEHABS AR T, AT RS RIS — LR By, XSRS WAl oca 5. tedn,
2—A SMTP HEFR S5 & KB 53— A IR 55 # 2 TR e A G8 — BSR4 SC . BT TCP
BATHLRRAR R ST 7, XA 204 S A S IR G R, BRI R 77l ARl 24
BORSCFI N — M ROC W — MR SCBTSINAT XA UDP R OCB R I, BlT7 e il
| Il B A (R R SCBOAN F R T77 1 2 IR e A A B it S i S R

What is the Apache Web server? How much does it cost? What functionality does it currently have?
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You may want to look at Wikipedia to answer this question.
Ze NTRIE DDA, FATHEAE — G B IS8T Wk RS SR A V2 A
PSR P 3l A 55 AR o SR, 294 B 2 W ) D i IR 2% 98 Sk A1 72 Apache, ‘& 72 FFUEI
W ZHELK, EEETHRAX E4 R R .

P36. Many BitTorrent clients use DHTSs to create a distributed tracker. For these DHTs, what is the “key”
and what is the “value”?
% KEEFkey TEMG AR “infohash” i, {H“value”s& IP Hhhlk, TERGA R UFTH 4R E
TIXA TP Hhdk.
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P1.

P2.

Chapter 3 Transport Layer

Suppose Client A initiates a Telnet session with Server S. At about the same time, Client B also
initiates a Telnet session with Server S. Provide possible source and destination port numbers for

a. The segments sent from A to S.

b. The segments sent from B to S.

c. The segments sent from S to A.

d. The segments sent from S to B.

e. If A and B are different hosts, is it possible that the source port number in the segments from A to
S is the same as that from B to S?

f. How about if they are the same host?

. RE A BTRI5 92 467, B2 513, H Telnet 2% H H%5 H oA 23 W15

source port number destination port number

a A—S 467 23
b B—S 513 23
c S—>A 23 467
d S—B 23 513
e. WTLMHIE], AR5 a2 tReE 1P X3 A R EHL .

—

. \ﬁE’ %“Iﬁ‘]#é\jﬁ*ﬂ” IP*HE’ ﬁ#ﬁlﬂ%ﬁ*ﬁlﬁ], ﬂﬁ%%ﬁ%?ﬁ?gﬁj\o

Consider Figure 3.5. What are the source and destination port values in the seg- ments flowing
from the server back to the clients’ processes? What are the IP addresses in the network-layer

datagrams carrying the transport-layer segments?

% =6 TN IP A ABC, = MRIEREHRE S HAN 1,2,3. N:

Packet Source Port Destination Port | Source IP Destination IP
Address Address

1 80 26145 B C

2 80 7532 B C

3 80 26145 B A

P3.

UDP and TCP use 1s complement for their checksums. Suppose you have the following three 8-bit
bytes: 01010011, 01100110, 01110100. What is the 1s complement of the sum of these 8-bit bytes?
(Note that although UDP and TCP use 16-bit words in computing the checksum, for this problem
you are being asked to consider 8-bit sums.) Show all work. Why is it that UDP takes the 1s
complement of the sum; that is, why not just use the sum? With the 1s complement scheme, how
does the receiver detect errors? Is it possible that a 1-bit error will go undetected? How about a
2-bit error?

B WA, RIS B AL
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P4.

Ps.

P6.

— O

+
—_
—_
— o
—lo o©
OS|—
— o —

1 0
+ 0 1

0 0
=ANFATHEIAMS N 11010001 9 7 AIES 52, FUOT 3 T YA A5 (R AE I =S5
PLRKSIG AN WA A 0, #0057 SMIER R FrA I — LU AR R AT Be g I
ok, (H72 BRI R RERAS I k(b i, 28— AN BIEdE — MUK 0 BI1R]
I3 AN R e — N AR ).

1
0
0

_— = O
—lo o

1
0
1

_
o= =

a. Suppose you have the following 2 bytes: 01011100 and 01100101. What is the 1s complement of
the sum of these 2 bytes?

b. Suppose you have the following 2 bytes: 11011010 and 01100101. What is the 1s complement of
the sum of these 2 bytes?

c. For the bytes in part (a), give an example where one bit is flipped in each of the 2 bytes and yet
the 1s complement doesn’t change.

Zyoa EFHAFIERC: 11000001, HREGA: 00111110,

b. XFHAFATHIFN: 01000000, FHzAAy: 10111111,

c. H—AFAN: 01010100, 5 =ANFATHN: 01101101,

Suppose that the UDP receiver computes the Internet checksum for the received UDP segment and
finds that it matches the value carried in the checksum field. Can the receiver be absolutely certain
that no bit errors have occurred? Explain.

B A, BT ASREAART BB BURF R AR A o I DO B o LR B AR AE T 52
o AR AP 16bits 590 B2 EERFCINE R KA 0 A 1, SRJE AT B A2 T 1 51
&0, MLRFEAZS . BTt EARIR L 1 JFREI B AMD IR FEA A . X R H 2
A7 A A B R IS e e A K B TR

Consider our motivation for correcting protocol rdt2.1. Show that the receiver, shown in Figure
3.57, when operating with the sender shown in Figure 3.11, can lead the sender and receiver to
enter into a deadlock state, where each is waiting for an event that will never occur.

Ze e RIETT AL TR “Wait for call 1 from above”Jf HZU s A TR & “Wait for 1 from
below.” KI5 KiE—NF5 A8 1 K154, I HARE A “Wait for ACK or NAK 17, S5fF—
A~ ACK 2i# NAK. e AT IEMURRIX — NP5 8 1 04, Rix—1 ACK H 1,
RAEHAL Jy“Wait for 0 from below”, ZF£5F—NF 50y 0 FIEHE 4. 1M, XA ACK &z
Mo 4 rdt2.1 KIETTUEIX AN R ACK, EEK NP5 1 H. AT, HI05 %6
580 B4, 3F Hagg Kik—A NAK, WEREEAWEI—ANTF 58 0 Mad. Bithkix
T —BERIE—NF SRR, I HEZITRA 3 H— B RE NAK. P& RPRSHA
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P7.

P8.

P9.

In protocol rdt3.0, the ACK packets flowing from the receiver to the sender do not have sequence
numbers (although they do have an ACK field that contains the sequence number of the packet they
are acknowledging). Why is it that our ACK packets do not require sequence numbers?

s T BER Bl XA [, S RO A BAT BT AT TR ROE DT R ET S,
PAE RO 5 Fn— R 0 R B2 — A SRR BN A . ACK AERXAMEIL T, Kk
T EEAME R (REZ, —4 ACK M SR &GRS — M ERHN ACK. —PEEM
ACK X rdt3.0 3O M 52 81 5 WA, B AERRE—MRATK ACK LU St A2~
—RE . EAERM ACK AR AIETT T 2 ACK RIS 2 4 rdt3.0 A% J7 2

Draw the FSM for the receiver side of protocol rdt3.0.

e xdt3.0 FIAOETT 5 rdt2.2 BRGE DT X Z A8 T B8N Tl . RATE L TSI 15
AN K B o IR BN B 0E T IO Bl Lo SR, rdt2.2 BRI DA R AR B
S HE rd2.2 WO p HEE R 2R AT LT RR . IO KIER ACK B E%, K
BT EARIHEEE) . R rdt2.2 Bl 7R TR 1dt3.0 FY3207 . ik -

rdt_rev| cevpkt) bk notcortupt [ revpkt)
&k has_seql | rovpkt)

extract { cevpkt  data)

deliver_data{data]) rdt_rov{covpkt) kb
sndpkt=make_pkt(ACK, 0 ,checksum) [eorrupt | revpke )| |
ude_sand{sndpkt ) has_segld|revpkt) )
N _
~
\‘M m sndpkt=make_pkt ACE,Q,checksum
il u|!!._.l.¢u:d.| andpki )
Wait for Wait for
rdt_rev(rovpkt ) ki o from 1 from
{corrupt (revpkt )| | below below
has_seql (rovpkt) )

sodpkt=make_pkt (ACK, 1, checksum)
udt_send [ sndpkt )

rdt_rov|rovpkt) & notcorrupt [ covpkt )
kL has_seql|rovpkt)

extract | ccvpkt data)
deliver_data(data)

sndpkt=maka pkt|ACK, ] chocksun)
ud-._s.nndqun.ﬂpk'”

Give a trace of the operation of protocol rdt3.0 when data packets and acknowledgment packets are
garbled. Your trace should be similar to that used in Figure 3.16.

% BE RN IS AT — B ] . R IETT Ab TR A “Wait for call from above™ (7 b #f)JIf H %
W7 PR J9: “Wait for 0 from below”. 3X AN 6 T4 i B #5 FI 45 12 ACK BT IE @& 1:
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Sender sends M0 MO corrupted
Al Packet garbled, receiver
Sender ignores Al resends last ACK (Al)
Corrupted
— Timeout: sender MO data
resends MO .
AQ
Ml
Al
sender sends M0 MO
A0 I
— sender sends M1 Ml Corrupted
Al corrupted ACK
Ignore ACK
Timeout: sender M1
resends M1
Al

—_—w

B 1: rdt3.0 5t HRAIEHE, #5710 ACK

P10. Consider a channel that can lose packets but has a maximum delay that is known. Modify protocol

rdt2.1 to include sender timeout and retransmit. Informally argue why your protocol can

communicate correctly over this channel.

rdt_rve{rcvpkt ) ki notcorrupt [ covpkt )
bk Bas_maqgl| revpke)

extract|cevpkt, data)
deliver_ data(data}

cospats chkauns
make_pkt|sendpkt,ACKE  chksum)
udt sand[andplkt)

rdt_rovircvpkt) &
//—_—_\\. {corrupt|revpke)| |
han_seqgl|rovpkt]))

compute chkium

Wait for Wait for make pkt|sndpkit , HAK, chksum)
rdt_revi{rovpkt) &6 0 fram 1 from udt sand{sndpkt]
{eoerupt | revpke) | | belows below A &

has_segl { covpkt) § )

EcupaLe Gl \\__//
make pkt | sndpke, AKX, chksum)

udt_send | sndpkt ) rdt_rve(rcvpkt ) bé notcorcupt [Covple)
&& has_seqgl|rovpkt)

extract(rovpkt ,data)

dal iver data{data}

coppute chksum

make_phkt | gandpkt , ACE, chksum)
udt_smend{sndpkt )

Figure 3.57 # An incorrect receiver for protocal rdt 2.1
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P11.

P12.

P13.

Zre FEIXH, FRATEIN—ANE S, ERMER T A AR IR E . X TR AR Wait
for ACK or NAKO” F1“Wait for ACK or NAK1”FRA T3 i — AN 4. 0 S AN it 4
KA, BORARRI AR AL . AR IRATE B AT A XA R SRIZAT A rdi2.1 BelloT P
Wo

a. BUE B & B ERBER A5 e, Bl —AN 0 d7E Rk 7 Bl MG E . 7RI Rl
BT, Blr KB A S HE T — M a4, JF AR ROk E, ST
AP, BRI A B R i AR s e R

b. BITEE ACK £k BT fE— AR Fh J5 s 2o A XA 4. (H2, R —A
ACK #eHi il T (R R AL18), EAETILTRTEE TR BEIERE TN —NEK
1) ACK Fl—/N I ACK 2 R —FE 14T A ordt2.1 4RO 4R AL ER“H it ” ACK
G T o

Consider the rdt2.2 receiver in Figure 3.14, and the creation of a new packet in the self-transition
(i.e., the transition from the state back to itself) in the Wait- for-O0-from-below and the
Wait-for-1-from-below states: sndpkt=make pkt(ACK,0,checksum) and
sndpkt=make pkt(ACK,0, checksum). Would the protocol work correctly if this action were
removed from the self-transition in the Wait-for-1-from-below state? Justify your answer. What if
this event were removed from the self-transition in the Wait- for-0-from-below state? [Hint: In
this latter case, consider what would happen if the first sender-to-receiver packet were
corrupted. ]

Zr IRXAMRSCH A ALY, KR TT HHRWOT R 2880 BTSSR MR KA =
o WH G
®  RiXJTRI% pkt0, FENAIRZ“Wait for ACKO state”, 254353205005 IR [\ 4041
® BT ik T “Wait for 0 from below K%, I H AR ZE 7Y E| —MERI 4. BoE
A RIEAEAT AR PG4 K% 5 A A2 BFTE N “Wait for 0 from below” IR% .
TR, RI%T7 SR — ok 00T 1) — 28 ACK, Bl &Rk B R T7 U 7y 4H—Fa N
58

The sender side of rdt3.0 simply ignores (that is, takes no action on) all received packets that are
either in error or have the wrong value in the acknum field of an acknowledgment packet. Suppose
that in such circum- stances, rdt3.0 were simply to retransmit the current data packet. Would the
protocol still work? (Hint: Consider what would happen if there were only bit errors; there are no
packet losses but premature timeouts can occur. Consider how many times the nth packet is sent,
in the limit as n approaches infinity.)

Zre XAAIRLEIZ AT, WA IX AR B H I 22 B I 2 S b BB RAE, AR R AE
GFEMRETT M ACRE, EAAFER LA R TR AE, 83 R R A).

BEXF XA 1) BEBEAT SE 3k — 2 A A0, A 0 205 18 B 5 I e N i LR AR AR L . AR XA L
N, R AN, I BN R ARG B S EU0 —NER AR
%, Yo BIETIETN, 8 n BORIEM B TC IR G .

Consider the rdt 3.0 protocol. Draw a diagram showing that if the net- work connection between
the sender and receiver can reorder messages (that is, that two messages propagating in the
medium between the sender and receiver can be reordered), then the alternating-bit protocol will

not work correctly (make sure you clearly identify the sense in which it will not work correctly).
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Your diagram should have the sender on the left and the receiver on the right, with the time axis
running down the page, showing data (D) and acknowledgment (A) message exchange. Make sure

you indicate the sequence number associated with any data or acknowledgment segment.

Z: A

old version of M0
accepted!

' F13E

P14. Consider a reliable data transfer protocol that uses only negative acknowledgments. Suppose the

P15.

sender sends data only infrequently. Would a NAK-only protocol be preferable to a protocol that
uses ACKs? Why? Now suppose the sender has a lot of data to send and the end-to-end
connection experiences few losses. In this second case, would a NAK-only protocol be preferable
to a protocol that uses ACKs? Why?

e AR NAK BB, U A BRI e 0 4 x+1 WA el 2 04 x %
%o WL R WHNOT R x-1 R HUE] x+1, WA SO IR x+1 B AR x 1Y
FR o WURAEAR G x AR x+1 Z A AR RFER, A7 A H NAK #IHd, x 1)
R B RARK I

05T, R R R %, A R NAK IHC S R R AR Y. IR AL, WA
RIRA, B NAK HE/RKIE, FFEAALE ACK, 5HA ACK MfioiMtt, R
NAK 155 0K B S5 b B A5 1]

Consider the cross-country example shown in Figure 3.17. How big would the window size have
to be for the channel utilization to be greater than 98 percent? Suppose that the size of a packet is
1,500 bytes, including both header fields and data.

oo W AR B P 7 B 12us(B0 0.012ms),  piopytes _ U500 _ 1905, K

1Gbps 10%bps
TAERIE TG E R 1 98%, RIE 2/ 1E98% M [ 4h TT AR A& o FRATT 76 A2 «
0.012n > 0.98
30.012 —

15 n B/ MEDN 2451, FTRLE DR/NE Dy 2451 IFAT i R S48
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Pl6.

P17.

Suppose an application uses rdt 3.0 as its transport layer protocol. As the stop-and-wait protocol
has very low channel utilization (shown in the cross- country example), the designers of this
application let the receiver keep sending back a number (more than two) of alternating ACK 0 and
ACK 1 even if the corresponding data have not arrived at the receiver. Would this application
design increase the channel utilization? Why? Are there any potential problems with this approach?
Explain.

B N, AT BURIE T KA KB FUIR K2 (pipelined data) 2538 H

R[], AFAE— MR A W RBAR AR CSCBRAEFE R B R, rdt3.0 AR A2 BEAL L R
K EE, BRARFER AR P o — LB LR R E R 1 4

Consider two network entities, A and B, which are connected by a perfect bidirectional
channel(i.e., any message sent will be received correctly;the channel will not corrupt, lose, or
re-order packets). A and B are to deliver data messages to each other in an alternating manner:
First, A must deliver a message to B, then B must deliver a message to A, then A must deliver a
message to B and so on. If an entity is in a state where it should not attempt to deliver a message
to the other side, and there is an event like rdt send(data) call from above that attempts to pass
data down for transmission to the other side, this call from above can simply be ignored with a
call to rdt unable to _send(data) , which informs the higher layer that it is currently not able to
send data. [Note: This simplifying assumption is made so you don’t have to worry about buffering
data.]

Draw a FSM specification for this protocol (one FSM for A, and one FSM for B!). Note that you
do not have to worry about a reliability mechanism here; the main point of this question is to
create a FSM specification that reflects the synchronized behavior of the two entities. You should
use the following events and actions that have the same meaning as protocol rdt1.0 in Figure 3.9:
rdt_send(data) , packet = make pkt(data) ,udt send(packet) , rdt rcv(packet) ,
extract(packet,data) , deliver_data(data) . Make sure your protocol reflects the strict alternation of

sending between A and B. Also, make sure to indicate the initial states for A and B in your FSM

descriptions.
%
N rdt_send(data)
N\ packet=make_pkt(data)
S N\ udt_send(packet)
Y

»

rdt_send(data)
rdt_unable_to_send(data)

A

rdt_receive(packet)

rdt_send(data)
Rdt_unable_to_send(data)

extract(packet,data)
deliver_data(data)
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rdt_send(data)

packet=make_pkt(data) 7/
udt_send(packet) /7

C

rdt_send(data)
Rdt_unable_to_send(data)

B

rdt_receive(packet)

rdt_send(data)

rdt_unable_to_send(data)

extract(packet,data)
deliver_data(data)

P18. In the generic SR protocol that we studied in Section 3.4.4, the sender transmits a message as soon
as it is available (if it is in the window) without waiting for an acknowledgment. Suppose now that
we want an SR protocol that sends messages two at a time. That is, the sender will send a pair of
messages and will send the next pair of messages only when it knows that both messages in the
first pair have been received correctly. Suppose that the channel may lose messages but will not
corrupt or reorder messages. Design an error-control protocol for the unidirectional reliable
transfer of messages. Give an FSM description of the sender and receiver. Describe the format of
the packets sent between sender and receiver, and vice versa. If you use any procedure calls other
than those in Section 3.4 (for example, udt send() , start timer() , rdt rcv() , and so on), clearly
state their actions. Give an example (a timeline trace of sender and receiver) showing how your
protocol recovers from a lost packet.

% AERMIAR R TT R RIETT AR R — X 4R S0 ACK(seqnum #1 seqnum+1)J5 4 H- 46 K i%
T xR AR T BB 2 (LSS, REUR UL A A PSS R 0, 1,
2, 30 GiE: ARRHE N4 1AL R A 0 A1 1 7528 [RIFE R I A AR V7 RANRRIZAT.) ACK
WS B e AT IR R A B B S LR 5

PSR IETT I FSM A0 R 20 JFERERRIRAS DR (1)487 5 4% A 1 E ACKs; (1)
R R 75N seqnum 140 H 1) ACK 8L R UL E| T 54 seqnum+1 73 411 ACK. EI1X /N
H, AV seqnum B 0 #Z4H, K& A RKIEH—IHRIC. KiEHMEZHENELEH
A PR 2 R B I T B L T
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rdt_rcv(rcvpkt) && notcorrupt(rcvpkt)
&& has_ack(segqnum-+1)

Sender segnum = seqnum-+2

udt_send(sndpkt, seqgnum)
udt_send(sndpkt, segnum-+1)
start_timer

timeout

udt_send(sndpkt, seqnum-+1)

rdt_rcv(rcvpkt) && corrupt(revpkt)) start timer

(rdt_rcv(rcvpkt) && notcorupt(revpkt)
&& has_not_ACK(seqnum)
&& has_not_ACK(segnum+1) )

rdt_rcv(rcvpkt)
&& notcorrupt(revpkt)
&& has_ack(seqnum)

( rdt_rev(revpkt) && notcorrupt(revpkt)
&& has_ack(segnum))
|| (rdt_rcv(rcvpkt) && corrupt(rcvpkt))

( rdt_rev(revpkt) && notcorrupt(revpkt)
&& has_ack(seqnum+1

rdt_rov(revpkt) || (rdt_rcv(rcvpkt) && corrupt(revpkt))

&& notcorrupt(revpkt)
&& has_ack(segnum+1)

timeout

udt_send(sndpkt, segnum
udt_send(sndpkt, segnum-+1
start_timer

timeout
rdt_rcv(rcvpkt) && notcorrupt(rcvpkt, —_—
&& ha(s_agk()seqnum) PHFCYPKD) g;iatr_tsstnrg(eindpkt, seqnum)
Tl

seqnum = seqnum+2
udt_sendgsndpkt, seqnum)
udt_send(sndpkt, seqnum-+1)
start_timer

rdt_rcv(revpkt) && notcorrupt(revpkt)

rece I Ve r && has_seq(seqnum+1)

udt_send(ACK,seqnum-+1)
seqnum = seqnum-+2

rdt_rcv(revpkt) && corrupt(rcvpkt)

(rdt_rcv(revpkt) && corrupt(rcvpkt))

rdt_rcv(revpkt)
&& notcorrupt(revpkt)
&& has_seq(seqnum)

Um udt_send(ACK, segnum)

rdt_rcv(revpkt) && notcorrupt(revpkt)
&& has_seq(seqnum)

rdt_rcv(revpkt) && notcorrupt(revpkt)
rdt_rcv(revpkt)
&& notcorrupt(revpkt) 88 has._seq(seqnum+1)
&& has_seq(seqnum+1) g Udt_send(ACK, seqnum-+1)

udt_send(ACK, seqnum-+1

(rdt_rev(revpkt) && notcorupt(revpkt
&& has_seq(xg

&& x !=seqnum

&& x = seqnum+1

udt_send(ACK, x)

rdt_rcv(revpkt) && corrupt(revpkt)
rdt_rcv(rcvpkt) && notcorrupt(revpkt)
&& has_seq(seqnum)

udt_send(ACK,seqnumy)
seqnum = seqnum-+2

Figure 2: Sender and receiver for Problem (3.18)

Sender Receiver

make pair (0,1)

send packet 0

Packet 0 drops

send packet 1
receive packet 1
buffer packet 1
send ACK 1

receive ACK 1

(timeout)

resend packet 0
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P19.

receive packet 0

deliver pair (0,1)

send ACK 0
receive ACK 0

Consider a scenario in which Host A wants to simultaneously send packets to Hosts B and C. A is
connected to B and C via a broadcast channel—a packet sent by A is carried by the channel to
both B and C. Suppose that the broad- cast channel connecting A, B, and C can independently lose
and corrupt packets (and so, for example, a packet sent from A might be correctly received by B,
but not by C). Design a stop-and-wait-like error-control proto- col for reliably transferring packets
from A to B and C, such that A will not get new data from the upper layer until it knows that both
B and C have correctly received the current packet. Give FSM descriptions of A and C. (Hint: The
FSM for B should be essentially the same as for C.) Also, give a description of the packet format(s)
used.

e XA A EAE SR MY rdt3.0 IR . OAMEIEAT AT RE BRI OCEL, 1B A
— AR CA BRI BRSSO N RIETT WA AT REE R IR O, (B4 2R e I s i i
RRA, BB — N7 IR BT IR B, BT CAR 515 R e A . g 2
fE rdt3.0 1 —HF, EXE A 0-bit fFHIT L.

RAETTFIEETT I FSM R & 3. fEXAN R @, RIETTIRES mﬂ‘i@iﬁ% M AN B B
C #KF| ACK, iZM B il C #EAHEWE] ACK. BRI E5MG0— 541

7:70
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ny,
5

rdt_rcv(rcvpkt) && notcorrupt(rcvpkt)
&& is_ACK(seqnum,C)

sender Soqrum = seqruml

udt_send(sndpkt, seqnum) .
start_timer timeout

start_timer
(rdt_rcv(rcvpkt) && corrupt(revpkt))

rdt_rcv(rcvpkt) && notcorrupt(rcvpkt)
&& is_not_ack(seqnum,*))

rdt_rev(rcvpkt)
&& notcorrupt(rcvpkt)
&& is_ack(seqnum,B)

&& is_not_ack(se

udt_send(sndpkt, seqnum)

rdt_rcv(rcvpkt)
&8& notcorrupt(revpkt)

timeout

udt_send(sndpkt, seqnum)
start_timer

&8& is_ack(seqnum,C)

timeout
rdt_rcv(rcvpkt) && notcorrupt(rcvpkt)

&& is_ack(seqnum,B) udt_send(sndpkt, seqnum)

start_timer

seqnum = seqnum-+1
udt_send(sndpkt, seqnum)
start_timer

receiver B

(rdt_rcv(revpkt) && corrupt(revpkt))

rdt_rcv(revpkt)

&& notcorrupt(rcvpkt)
&& has_seq(seqnum)
udt_send(ACK, seqnum,B)
seqnum = seqnum-+1

(rdt_rcv(revpkt)

&& notcorrupt(revpkt
&& has_seq(x))
&& x != segnum

udt_send(ACK, x,B)

K3 58 19 @R AE T AT

( rdt_rcv(revpkt) && notcorrupt(rcvpkt)
|1 (rdt_rcv(revpkt) %(& corrupt(rcvpkt))

( rdt_rev(rcvpkt) && notcorrupt(rcvpkt)
&& is_not_ack(seqnum,B))
|| (rdt_rcv(revpkt) && corrupt(revpkt))

C K FSM I {5 B 1) FSM B9 8¢ R 77 udt_send(ACK , x ,B)&CN udt_send(ACK , x , C)

By

P20. Consider a scenario in which Host A and Host B want to send messages to Host C. Hosts A and C

are connected by a channel that can lose and corrupt (but not reorder) messages. Hosts B and C

are connected by another channel (independent of the channel connecting A and C) with the same

proper- ties. The transport layer at Host C should alternate in delivering messages from A and B to

the layer above (that is, it should first deliver the data from a packet from A, then the data from a

packet from B, and so on). Design a stop-and-wait-like error-control protocol for reliably

transferring packets from A and B to C, with alternating delivery at C as described above. Give

FSM descriptions of A and C. (Hint: The FSM for B should be essentially the same as for A.) Also,

give a description of the packet format(s) used.

& RiEJ7T FSM FIRA 3.15 —#¢, W FA:
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rdt_send{data)
sndpkt=make_pkt|0,data,checksum)

udt_send|andpke) rdt_rovirovpht) bk
start_timer {corrupt(revpke) | |

/’\ /) .l.l..ll:llmphl..l'l}

rdt_rev|revpkt)

A Wait for et T A .
call 0 from udt_send{sndpkt)
above ﬂ 0 start_timer
rdt_rew( revpkt)
k& notoorrupt|rovpkt )
&6 LaACK | revpke, 1) Tt FOv{raupht)
bk notcorrupt|revpke)
stop_timer bk SBACK|rovpke,0)
stop_timer
timeous Wait for
udt_send(sadplkt ) “m*" uIH from

atart_timer
ede_rev|revpkt)

rdt_rev|rovpkt ) &k C/ Q A
(corrupt (revpke)| |

LsMCE[revpkt 00 )

rdt_gend|data)
- sndpktemake_pkt(1,dats,checksum)
udt_send|{sndpke)
start_timer
K4 5520 ¥ KRIETT FSM
BT FSM R
i adrepk)adhon Brewk). u tevpkidbion_Alevpk) '
v 7 |
. it e evpkO B Elcomuptenpky) |
b has_seq]{revplt))bedfrom Brevphd)
! bt rentrevpk & comuptirevple) ndpk=sake_pACK, 1, checksum)
[as_seq ) (revpkt)Me&efrom_Alrevpkt) udt_send(B, mdpkt) ik i
| mdpkt=make_pkt{ACK, 1, checkram) . 8_se e vkt Sodimod_cernapelre & i
 udi_semd{A sedpl) baa_vq v e Alrvpht) |
snos = rdt_gepfrevpindednon comptrovpkrdd |
sk dat) kay_seqlirovpitdedfrom Blrovpkth
deliver_dun(dats) :
wedpk=mka_pkil ACK, 0, chackwam) mm |
uar_ped A pndpkr) - mu ﬁ"’-ﬂx ; 5
wd_samd(B, smdpict) 1
| sk compcpk) I
& &has_seq | (revpli}i & from_Blrevpkt) ]
rét_GgGrevpltideknos_coeruptizcrpin)d ba i
exctrack{reiplt data) mlmMﬁn} !
deliver_data(data) . |
mei.mw- EETACH P pict, data) rdt revirevpl) e fiom _Hrc\-‘ph.
rdt_gegpevphk) & & cormptirevphi) .
[has_seq(revpit))dcdefrom_B(repkt)
sndpkt=maks_pkt(ACK, 0, checksam)
udt_send(B sudpke) 5
{ A rdt_rev(revpht)dd cormuptirevplt)
: Ihnas_sea{revpktl)didefrom_Alrevplt) |
i sndpkt=make_ykt(ACK, 0, checksum) . |
L udt_send(A sndplt). '
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P21.

P22.

5 2520 @EEICH FSM

Suppose we have two network entities, A and B. B has a supply of data messages that will be sent
to A according to the following conventions. When A gets a request from the layer above to get the
next data (D) message from B, A must send a request (R) message to B on the A-to-B channel.
Only when B receives an R message can it send a data (D) message back to A on the B-to- A
channel. A should deliver exactly one copy of each D message to the layer above. R messages can
be lost (but not corrupted) in the A-to-B channel; D messages, once sent, are always delivered
correctly. The delay along both channels is unknown and variable. Design (give an FSM
description of) a protocol that incorporates the appropriate mechanisms to compensate for the
loss-prone A-to-B channel and implements message passing to the layer above at entity A, as
discussed above. Use only those mechanisms that are absolutely necessary.

% N A-to-B MG TE AT BEE RIERIRC, A KA B8 I H 8 X Le 4R S0 (LAMERE

BEERI ). RS E I GE 2R 2 R JF HAR AN, AR AT RE RO A 13 SR (Bt 2 it

—HLE A B HABIIROCBRE R T MER) . T AR BRSO, XA

HUCK S 75 o X T SRR KA R T 5, 1 AL 5 2 DA i

THRTT A A VIR

o “HEfpkE LEMIMA 07 RE. FEERTAEER KA EEREE, DUERER—
ANEITHEEE . el E EERRAR, ERRE—NMERIROCRO B B, BETHN
I HEEADIRES %R DOIRES . B TERekE EERHA 07IRESH, A ZIK—1]
KHE B HEE.

o “EEfF DOIRE . IXHLIERITAEES N KE B I DO BdEdk. EXAMRER, A it
88— BISAT . W 2B, A RIES —A RO RS, HATHN & IF HAERFEIX A
RS R A BWRERA B 1 DO RO, A5 IETHI 28 5F FRRIRES A 25k A Lk
AR 170 AT XANREH A WK E] D1 ¥k, &7k,

o HRfpkE LEREM IRE . KRR X —KAEER—RE EERWEA, DUER
KRR e ® EERIEAR, EikIE—MERIRCRL 2B, FHEhit
88T AR N EAr DIVIRES . U T%fek 8 EEMIHA 1IRER, A 20
—VIKE B HEE.

o C“HEfFDIVIRE. XEIERITAEES—KE B I DI BdEk. EXAMRER, A it
88— BIEAT . WRTH 2B, A RIES —A RUIRSC, HETHNEIF H4ERFEIX A
R R A BWREPRA B 1 D1 RO, A F IR 28 5F BRRIRES A N2k A Lk
JERRA 070 AR AL TIXANRE R A 4RIk F] DO ik, ©& 2.

AT B ARG

o “RIXOVIRFE. M B AT IXAREKS, XFTULEIK RO #OCE 0@ K% DO fEA
WA, SR JEHERFAE X MIRES o W B URE]—A R1ROC, AR5 &t ATE E 1K DO #i SCH
A IEFRREI . BE e ZFHEEE DOBEIYE B& 5 — 75 s 1R GRS A&
NORIE D, RIGIEMIRE T B K D1 SRR — 37 R Bt

o RIXIIRFE. M B AT IXARERS, TR R #OCE S F0EE K% D1 EA
W, SR JEHERFAE X MIRES o W B URE]—A RO 30, RJE &t A& B 1K D1 R SCHE
A TEFREU. S SRR A N KI% 07,

Consider the GBN protocol with a sender window size of 4 and a sequence number range of 1,024,

Suppose that at time t, the next in-order packet that the receiver is expecting has a sequence

48



AL R A 2] R 3 Bk PG T K

P23.

P24.

number of k. Assume that the medium does not reorder messages. Answer the following
questions:

a. What are the possible sets of sequence numbers inside the sender’s win- dow at time t? Justify
your answer.

b. What are all possible values of the ACK field in all possible messages cur- rently propagating

back to the sender at time t? Justify your answer.

% oo U E Kk — 1, R H Tk — 1RL R BT A % ACK AT T A,

73 LT ARG -
. HRETWEH T8k — 11 ACK ik, BIEHINS Mk—1. WK REE 0K
[k, k+ N —1];

1. 2 R3E T RICENr 4k — 1#9 ACK Hidk, HEE 2B NS Ak — N — 1. XK 7R H
&, RIEEIU N[k — N,k —1];

GEREINIRNECE

a. KIEHE D NATRBERIT S N: [k — N K]

b. CAUEIMIHIAS ACK FETHEA[k—N—1,k—1], HH N=3,

Consider the GBN and SR protocols. Suppose the sequence number space is of size k. What is the
largest allowable sender window that will avoid the occurrence of problems such as that in Figure
3.27 for each of these protocols?
B N TR 3.27 PRI, 7SR R IR B R e A S i AR ) BB A S g A
A8 o ABE BT B AT 58 m, W ERANA w, MG & B 7 5 2 8 [mm + w — 1].
TR 53 2 (m — 1) BARCZ T (w — DA dm K% T K% ACK #EAT A, #[m —w,m —
11 ACK 7ERIETTIAWE], RiETT 2B KR H, REEHHN[m —w,m—1]. BT
AR B R AR MEN (m — w) S D B AR R RN (m + w — 1), BT A5
el CIR(EA=EPSE

Seq.space=(m+w—-1)—(m—-w)+1=2w
FTLh, a5 A RN B R KIRE D 2 £, EZ, RRKIEEAOARARKT ST
[E) RN —

Answer true or false to the following questions and briefly justify your answer:

a. With the SR protocol, it is possible for the sender to receive an ACK for a packet that falls
outside of its current window.

b. With GBN, it is possible for the sender to receive an ACK for a packet that falls outside of its
current window.

c. The alternating-bit protocol is the same as the SR protocol with a sender and receiver window
size of 1.

d. The alternating-bit protocol is the same as the GBN protocol with a sender and receiver
window size of 1.

Zreoa. 1B, RERIETE RN 3, 1810 BZIRIESH 1, 2, 3. 1E tl(t1>t0)if %%
WA 1, 2, 3. 1E (2>t Z] &% 5 Hi 28, BEA 1,2,3.76 3 Iz B EE K
SFAFEHN 1, 2, 3. 1E 4 IWZIRORTTECEIEOTTFE 1 I 28R ACK, JfH I
EWIHRREE 4, 5, 6. 1Et5 WRRETTHILEHRWOTIE 2 KIEK) ACKL, 2, 3. X% ACK
FELE T & 1 AMRHR ST ACK.

b. M, AR ERa FE—FERK.
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P25.

P26.

P27.

c. 1EMf. 2% HRSFA 1SR 5 A & il fE Dhe FAR .
d. [Effle M ORSEN 1B, GBN 5 R B e Thae FAH A

We have said that an application may choose UDP for a transport protocol because UDP offers
finer application control (than TCP) of what data is sent in a segment and when.

a. Why does an application have more control of what data is sent in a segment?

b. Why does an application have more control on when the segment is sent?

% oa. BIEHBRZEDCRZE N NHZERC. A TCP I, RS AEHER Kk
Geip X, TCP EHMAEIR R 7 Bkl isfth 5oc, EEfm's, REENKE, B8H)2
FEFR W 45 455 J& T R — SRR R T A AN R BT ik, A A B0 I B A ZE 4 ) BT O
DA 7 A ENSSAT A FUHFE s T UDP R AE — AR SCB B R 45 8 AT o] B AR 17 4
5, MVH BN UDP AR i o, RIEE 2ttt . Bt DURLH 2 B P o0t
UDP # 3B R & A4 A 58 2 1)

b. M/ TCP, W TVREEHIAFIELES], N — DN HREFHEES N RS, BRI
ol AR B W 2 Z 0T e A R AEIE,  [RIAHXT TCP SRkyd, B mEsmd i, R
PRl A2/ o T UDP AN 30 DRl U0 B 42 o R4 ZE 428 1) 7 AR N 4

Consider transferring an enormous file of L bytes from Host A to Host B. Assume an MSS of 536
bytes.
a. What is the maximum value of L such that TCP sequence numbers are not exhausted? Recall
that the TCP sequence number field has 4 bytes.
b. For the L you obtain in (a), find how long it takes to transmit the file.
Assume that a total of 66 bytes of transport, network, and data-link header are added to each
segment before the resulting packet is sent out over a 155 Mbps link. Ignore flow control and
congestion control so A can pump out the segments back to back and continuously.
% a. BN TCP 79 R RCERE N F T M S, L KRR 2% 7] R AH,
H TCP 75 7B 4 5797 32 fir. BEAFRE23280E, W L MEsKMEN:

Loax = 232 = 4294967296bytes ~ 4.29Gbytes
b. RICBIEE -

32

—— =~ 8012999 />
36 8012999

HEAREED 66 7, W HRRT &1 EON
8012999 x 66 = 528857934bytes
TR T HON

232

232 4+ — % 66 =~ 4.824 x 10°byt
+536 ytes

F 155Mbps FIEERR RAE ST, 75 ZEAI ]
4.824 x 10°bytes  4.824 x 10° X 8bits 249
155Mbps ~ 155x 10%bps s

Host A and B are communicating over a TCP connection, and Host B has already received from A
all bytes up through byte 126. Suppose Host A then sends two segments to Host B back-to-back.
The first and second segments contain 80 and 40 bytes of data, respectively. In the first segment,

the sequence number is 127, the source port number is 302, and the destination port number is 80.
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Host B sends an acknowledgment whenever it receives a segment from Host A.

a. In the second segment sent from Host A to B, what are the sequence number, source port
number, and destination port number?

b. If the first segment arrives before the second segment, in the acknowledgment of the first
arriving segment, what is the acknowledgment number, the source port number, and the
destination port number?

c. If the second segment arrives before the first segment, in the acknowledgment of the first
arriving segment, what is the acknowledgment number?

d. Suppose the two segments sent by A arrive in order at B. The first acknowledgment is lost and
the second acknowledgment arrives after the first time- out interval. Draw a timing diagram,
showing these segments and all other segments and acknowledgments sent. (Assume there is no
additional packet loss.) For each segment in your figure, provide the sequence number and the

number of bytes of data; for each acknowledgment that you add, pro- vide the acknowledgment

number.
Za, FENENL A KA B AN RCCEH, 750N 207, JEEH5 8 302, HEWISA
80,

b W —MROCBAE S —AMRCCB 2 T RIA, 7R85 —/MRCCB ACK B, ik 54
207, JEuE 50N 80, H KI5 4 302,

c. W AL — MROCB 2 AT 2k, 1R — O A 2A IR SCB (RIS =AM
Bomle, PO RIE B — MNMROCBOEBA YR, Brbh2ior B iR FAL, NS AN
R IR — AN TS, TN S N 127,

d. WmFHE:
Host A+ Host B.
Seq =127, 80 bytes+
Timeout
intervals
Seq =127, 80 bytes+
Timeout
intervale
p.
Y ¥
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P28.

P29.

P30.

P31.

6 27.d K FIE

Host A and B are directly connected with a 100 Mbps link. There is one TCP connection between
the two hosts, and Host A is sending to Host B an enormous file over this connection. Host A can
send its application data into its TCP socket at a rate as high as 120 Mbps but Host B can read out
of its TCP receive buffer at a maximum rate of 50 Mbps. Describe the effect of TCP flow control.
Ze TR BOR 962 100Mbps, Kb ENL A e KR IEHE 2 100Mbps. ML A 41T
Gt R AR R L N B R G2 b B PR . 30T A7 AR T B R T %R
274 40Mbps. b, EHL BB E DEREN 0, MEN A KEES, ibHFIER
AR BN A R AN A ICE DR T 0 1) TCP #i SCBUN 4k 2k 1m 341 B RS HdE .
T A SRR R B L B RIS MEIRE O REAMERE EBURGE . SFETRR, T
A [ FHL B RIEHHRE K 2 A 28T 60Mbps.

SYN cookies were discussed in Section 3.5.6.

a. Why is it necessary for the server to use a special initial sequence number in the SYNACK?

b. Suppose an attacker knows that a target host uses SYN cookies. Can the attacker create
half-open or fully open connections by simply sending an ACK packet to the target? Why or why
not?

c. Suppose an attacker collects a large amount of initial sequence numbers sent by the server. Can
the attacker cause the server to create many fully open connections by sending ACKs with those
initial sequence numbers? Why?

%rra. IG5 An Bl F R IR O R AR PP 5 (S A A B R A0 B Y TP Mkt DL JE A H B
FYLMELLE A S E 4 SUN iz Mok

b. ARE, WERIBEEFANOED K% ACK 4 HBEEHLN T2, AR TS E#E w42 0F
JE) TCP #efz. ~EIFURERRA TR IR, BUAEIRSS 2 I SYN cookies HT, 7E
EREL A, BRAATEREEMES . N T @A REE:, BEEERCY T R
AN )P iy HEARXS R HIAE P 5 o XA 5 ZER A — N IR S5 &4 “secret™%i 5o H1 T
B # A HITEIX AN “secret S5, AMBTCIENT I BIWIUH TS

c. ARE, MRS E R RERGIN— MGG S B (BRI R £ AR 5 e — AN AR,
I H & F i IR 46 Fr 5 BOAE B 2 308 1 F eIl

Consider the network shown in Scenario 2 in Section 3.6.1. Suppose both sending hosts A and B
have some fixed timeout values.

a. Argue that increasing the size of the finite buffer of the router might possibly decrease the
throughput (Aout).

b. Now suppose both hosts dynamically adjust their timeout values (like what TCP does) based on
the buffering delay at the router. Would increasing the buffer size help to increase the throughput?
Why?

Zreoa GAGEIN BE A, A KIETT RS REIT . Bk, —SpHRMEEATRA %
R E AL

b. AN B R BATF AR TCP 8 —4F), A NG AR K INZTCSE v W] LRGN %
AR A ARk 2 HUZ AT BEAEAE — B AER I8, HEPARS &) e R e KA 7 1 BoRE
(e

Suppose that the five measured SampleRTT values (see Section 3.5.3) are 106 ms, 120 ms, 140
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ms, 90 ms, and 115 ms. Compute the EstimatedRTT after each of these SampleRTT values is
obtained, using a value of a = 0.125 and assuming that the value of EstimatedRTT was 100 ms
just before the first of these five samples were obtained. Compute also the DevRTT after each
sample is obtained, assuming a value of = 0.25 and assuming the value of DevRTT was 5 ms just
before the first of these five samples was obtained. Last, compute the TCP TimeoutInterval after

each of these samples is obtained.
W

EstimatedRTT = xSampleRTT + (1 — x)EstimatedRTT

DevRTT = y|SampleRTT — EstimatedRTT|+ (1— y)DevRTT

Timeoutlnterval = EstimatedRTT + 4 * DevRTT
After obtaining first sampleRTT is:
EstimatedRTT = 0.125*%106+0.875*100 =100.75ms

DevRTT =0.25* |106 —100.75/+0.75*5 = 5.06ms

Timeoutlnterval =100.75+4*5.06 =120.99ms

After obtaining second sampleRTT = 120ms:
EstimatedRTT =0.125*%120+0.875*100.75 =103.15ms

DevRTT =0.25%(120-103.15/+0.75*5.06 = 8ms

Timeoutlnterval =103.15+4*8 =135.15ms

After obtaining Third sampleRTT = 140ms:
EstimatedRTT =0.125*%140+0.875*103.15 =107.76ms

DevRTT =0.25 *|140—107.76 +0.75*8 =14.06ms

Timeoutlnterval =107.76 +4*14.06 = 164ms

After obtaining fourth sampleRTT = 90ms:
EstimatedRTT =0.125*90+0.875*107.76 =105.54ms

DevRTT =0.25% |9O —105.54/+0.75*14.06 =14.42ms

Timeoutlnterval =105.54+4%*14.42 =163.22ms

After obtaining fifth sampleRTT = 115ms:
EstimatedRTT =0.125*115+0.875*105.54 =106.71ms

DevRTT = 0.25*|1 15-106.71{+0.75*14.42 =12.88ms

Timeoutlnterval =106.71+4*12.88 =158.23ms

P32. Consider the TCP procedure for estimating RTT. Suppose that a = 0.1. Let SampleRTT1 be the

most recent sample RTT, let SampleRTT2 be the next most recent sample RTT, and so on.
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P33.

a. For a given TCP connection, suppose four acknowledgments have been returned with
corresponding sample RTTs: SampleRTT4, SampleRTT3, SampleRTT2, and SampleRTTI.
Express EstimatedRTT in terms of the four sample RTTs.
b. Generalize your formula for n sample RTTs.
c. For the formula in part (b) let n approach infinity. Comment on why this averaging procedure is
called an exponential moving average.
%: a. FAEstimatedRTT™ RT3 515 n MEAF MG
EatimatedRTT® = xSampleRTT, + (1 — x)[xSampleRTT, +
(1 — x)[xSampleRTT; + (1 — x)SampleRTT,]]
= xSampleRTT, + (1 — x)xSampleRTT, + (1 — x)?xSampleRTT;

+(1 — x)3xSampleRTT,

b. AT

n-—1
EstimatedRTT™ = [XZ(l — x)/7*SampleRTT;] + (1 — x)" *SampleRTT,
=1
C. ﬁEﬂ::

X .
EstimatedRTT(® = EZG — x)/SampleRTT;
j=1

1w
= 52 0.9/SampleRTT;

j=1

It LA AT B R N TR SR 1 20

In Section 3.5.3, we discussed TCP’s estimation of RTT. Why do you think TCP avoids measuring
the SampleRTT for retransmitted segments?

e ARBAIWEIE— TR TCP NEALARSI A SampleRTT 2 BT A DL, BRI E
PUAIESM 4 P1, P1FITHI GBI, IREE A [F — S i —SE 4% UL P2 it — 2D
BWIEEHLA P2 T SampleRTT(FEAL I3 4H) o e Jo B BAEVE EHLAE P2 A& %0 H FARJ I ] Y
WeE] T P1EIAIIA S BN RFERX A A S 1E 9 P2 BN 5 JF H 2% SampleRTT
A RTR A

P34. What is the relationship between the variable SendBase in Section 3.5.4 and the variable

P35.

LastByteRcvd in Section 3.5.5?

%: SendBase: T AN TITHIT S, SendBase-1 24077 O IEM% 7 42U 2114k
FEH R G — N F A7 5. LastByteRevd: % R B5E 1) JF H A TN B IR AF
BRI E — AT S . EAERE ER X t, SendBase-1 & KIET7 KNE I &b
BT TR B4 P B B 5 — N R T A1 S, (R ¢ B 2R IS (R R AT 3 7 1) 42
R R IEM &G —1 byte ZHIERERE FAEHIR ACK K, Bl

(SendBase — 1) < LastByteRcvd

What is the relationship between the variable LastByteRcvd in Section 3.5.5 and the variable y in
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Section 3.5.4?

%y RIRAREHEWEIN B ACK FMELE t B Z], RIEFHEILEIR ACK FIMEA v,
P e K3 7 T DU AR USO D& 775 3] y-1 B9%dE. Wik y < SendBase HU{EZE %
FAHEARR ACK, fE t BFZIFERSCH (ERA AT 7 ) B B ) B OE B G — A byte 2L
y—1K. Bl y—1 < LastByteRvcd.

P36. In Section 3.5.4, we saw that TCP waits until it has received three duplicate ACKs before

performing a fast retransmit. Why do you think the TCP designers chose not to perform a fast
retransmit after the first duplicate ACK for a segment is received?
% RN T EREARER . B 1,23 704, 31 S0 HRIERNE, #E 2,3 BifE, 3
SRR, S 1 S AITAR ACK, AARIEE]— TR ACK HAL”
RN, WAL 15504, (HERE IR =AHIRE ACK AE B EAAKRM, WA =X
WeF) 2 5o AN S T AL, dnb ok, RORFRAR 7 E AR

P37. Compare GBN, SR, and TCP (no delayed ACK). Assume that the timeout values for all three
protocols are sufficiently long such that 5 consecutive data segments and their corresponding
ACKs can be received (if not lost in the channel) by the receiving host (Host B) and the sending
host (Host A) respectively. Suppose Host A sends 5 data segments to Host B, and the 2nd
segment (sent from A) is lost. In the end, all 5 data segments have been correctly received by
Host B.

a. How many segments has Host A sent in total and how many ACKs has Host B sent in total?
What are their sequence numbers? Answer this question for all three protocols.

b. If the timeout values for all three protocol are much longer than 5 RTT, then which protocol
successfully delivers all five data segments in shortest time interval?

% a. [AIB N 2 (GoBackN):

A —IRIET 9 MRCBL. WILAIRSCBOE 1, 2, 3, 4, 5, BT 2 RRE 2
TAMRSCBRE T ARGR, PR R EARSCBUE 2, 3, 4, 5;

B —3LAA T 8 N ACK. EXFFS 1 #EAT T 4 AN, X5 2, 3, 4, 5 &KIET —IK
—3L 4 K ACK Hiiik.

e R B AL B (Selective Repeat):

A —IRIE T 6 MRICB AT SCBUE 1, 2, 3, 4, 5 LG RE AL IR OCEL 2;
B RIET 51 ACK. %&&F5 N 1, 3, 4, 5B 4 > ACK PAK G K EAERSCE 2
) ACK.

TCP Wil

A —IRIE T 6 MRICB AT SCBUE 1, 2, 3, 4, 5 LR REAL IR OCEL 2;
B RIET 54 ACK. HITHRICBL 2 ZRE et B IR 1, 2, 3, 5194 ACK #
K& 2, BRI B WM —MRIRE 2. HRoOCE 2 BRIEFEIR UG, B AR ACK Y 6,
Fon B HIfF A —IOKIE 6 SROCBL, FTBA LKA T 5 4 ACK. R, TCP ) ACK
HAN, FoRfZ /T N-1 MROCEREHEE], IR A N —CRERSCBE N.

b. TCP f& i ti, By TCP fefeth, A EERHEI

P38. In our description of TCP in Figure 3.53, the value of the threshold, ssthresh, is set as

ssthresh=cwnd/2 in several places and ssthresh value is referred to as being set to half the

window size when a loss event occurred. Must the rate at which the sender is sending when the
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P39.

P40.

loss event occurred be approximately equal to cwnd segments per RTT? Explain your answer. If
your answer is no, can you suggest a different manner in which ssthresh should be set?
2, RIEEZREZEZ Ncwnd/RTT,
Consider Figure 3.46(b). If A'in increases beyond R/2, canlout increase beyond R/3? Explain.
Now consider Figure 3.46(c). IfA'in increases beyond R/2, canlout increase beyond R/4 under the
assumption that a packet will be forwarded twice on average from the router to the receiver?
Explain.
% WIRAEE 3.46(b)h BIIA AR TR/2, SREX T RSN & S B BEE @ 7 RSB
RESCVFI I KME, & FEAERIAE ARG KRRt RN, HBEEFEETR/2N, &
TERNFN I o b Al =0y 2 — Iy e E AL . BEE S ARG, BT 7 A=
BOREEBIHpR AL . X TRXMETE, 458 N—DBI B RH B ITBAAE Z R /2; I H.
45 B B AN, A B> =00 — B H T AR, A AR S A e FA
AR MBI e EENOREAMUIREd, R BTSN oy A A — AR, 4

B ARSI 2 H R R/2, BT ou E@B’?ijﬂﬁ%(g)/zﬂlm/z}o

Consider Figure 3.58. Assuming TCP Reno is the protocol experiencing the behavior shown above,
answer the following questions. In all cases, you should provide a short discussion justifying your
answer.

a. Identify the intervals of time when TCP slow start is operating.

b. Identify the intervals of time when TCP congestion avoidance is operating.

c. After the 16th transmission round, is segment loss detected by a triple duplicate ACK or by a
timeout?

d. After the 22nd transmission round, is segment loss detected by a triple duplicate ACK or by a
timeout?

e. What is the initial value of ssthresh at the first transmission round?

f. What is the value of ssthresh at the 18th transmission round?

g. What is the value of ssthresh at the 24th transmission round?

h. During what transmission round is the 70th segment sent?

i. Assuming a packet loss is detected after the 26th round by the receipt of a triple duplicate ACK,

what will be the values of the congestion window size and of ssthresh?
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P41.

Congestion window size (segments)

0+ 7—T1—T1TT171 — T T T T
0 2 4 6 8 10 12 14 16 18 20 22 24 26

Transmission round

Figure 3.58 ¢ TCP window size as a function of time

Jj- Suppose TCP Tahoe is used (instead of TCP Reno), and assume that triple duplicate ACKs are

received at the 16th round. What are the ssthresh and the congestion window size at the 19th

round?

k. Again suppose TCP Tahoe is used, and there is a timeout event at 22nd round. How many

packets have been sent out from 17th round till 22nd round, inclusive?

% a TCP R R BN, ik 7 ¥k BA O N,  FLi A A1 9 [1,6181[23,26]

b. TCP #E N ZERE Guitt, AR IE 7y AR 2 VR I, i DU 8] 18] B 9 [6,16141[17,22].

c. fE16 MAWIG, MEE D RNEN, HIbARERE =B 0 HE k.

d. 1222 /NEIASE, HHZEE DR/ 1, Bl e A R AR R A L A 4 R

e. T —/MERIAN, Threshold(BAE)MIHIGEAE A 32, Foni8 R B B i 45 5N 4] 26 3 4

B BLRIIT 46

f. B3 16 NG, B =4 EEH AN RSB E R, BrLh Threshold(B {H) 1 &

PR /NER /N R T 2 R/ 42 1) — 2124 21, Bt DAZE 55 18 AN i I Threshold(I{f) 4 21.

g FEEE 22 NG, b T A B RSB =k, i BA Threshold (B )/ 9 4 il &

FIR/N 26 (2400 13, & RN N 1, #B LAESE 18 AN JE 31 Threshold(1 fE) 4 13.

he S 1SR 7 A RAGE RSB N 1,2,4,8,16,32,33, H
1+2+4+8+16+32<70<1+2+4+8+16+32+33

FFEIEE 70 D AAESE T AN RS .

i 7E5E 26 DR E DR/ 8, B = ANTUAR ) ACK 2 253 415 K, W Threshold(

AE) AT VR /NHR IS 9 24 0 B RN — 20 4.

j. 24f# F TCP Tahoe B Jo it &1L =AM E R 1K ACK i & il i 8 B AL H 0 H B 2R, B K

NERYR /N 1, BT RS = AN B ACK kil £ 4y 4 2 2%, Threshold({E ) 1 42 980/ K 216

ko 17 ML, 1AL 18 L 2 il 19 ML 44l 20 L 8 s 21

JA, 16 Nor2s 22 A, 21 404 Bk s 4LE 8RR 52,

Refer to Figure 3.56, which illustrates the convergence of TCP’s AIMD algorithm. Suppose that

instead of a multiplicative decrease, TCP decreased the window size by a constant amount. Would
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the resulting AIAD algorithm converge to an equal share algorithm? Justify your answer using a
diagram similar to Figure 3.56.

% BERE S, LR s(a)h, (EMEE RN IER | AER 2 CLFERE ) L e kb, IE e
[FI R B EE B e k1 o B[R] — Mk AR IR RS O R e A i K AN BT AB IR R4
T S(b)yH, FEordH EREN R | ANER: 2 2 W&V I 2:1. 52, ol i
G ER, ERERANG DR EERE 2 1) 2 5. RITREAFER, £EREBWEZHHZ)E,
I EBE S R, R | ME R T T 0, BEANBERK TR AL TR 2, WRIERE 2
A

Eqﬂﬁ'dth Full s
Full Jyoandwi A bandwidth
bandwidth . share pacian ¢ share
% ilization = line
b3 ine i o
3 &
£ £
o 0
.E' ¢"‘ E
c K cE K
8§ 3 § .

Connection 1 throughput Connection 1 throughput R

(2) linear Increase, with equal (b) linear Increase, connectlon 1
linear decrease decrease is twice that of connection 2

Figure 5: Lack of TCP convergence with linear increase, linear decrease

P42. In Section 3.5.4, we discussed the doubling of the timeout interval after a timeout event. This

mechanism is a form of congestion control. Why does TCP need a window-based
congestion-control mechanism (as studied in Section 3.7) in addition to this
doubling-timeout-interval mechanism?
Z: QR TCP ZAFSEWM L, B2 I EE I T8 B R 5 Ay i e 4 il Ll . SR, TCP A AR
IKEG (BRI E IR AR A5 D00, OB SO VR AR TT A 24 R 58 O A IR S BLOt 4k 22 4% 4an) . Tl
fErER I 1] B A 2 BH L TCP 1) A3k 75 A3 KB 58 — I IAI% A 14 70 AL 2 R 4 v, RIDARE o 8] g
IR AR AL T m FEANZEIRZS T o R, JE T8 EOR/N O ZE P BB 2 0 LA, 24 B 2% 47
FERIRRERS, XAHLHERE LK B L2 R 2 b I 4k 22 508 B 45 .

P43. Host A is sending an enormous file to Host B over a TCP connection. Over this connection there is
never any packet loss and the timers never expire. Denote the transmission rate of the link
connecting Host A to the Internet by R bps. Suppose that the process in Host A is capable of
sending data into its TCP socket at a rate S bps, where S = 10 ? R. Further suppose that the TCP
receive buffer is large enough to hold the entire file, and the send buffer can hold only one percent
of the file. What would prevent the process in Host A from continuously passing data to its TCP

socket at rate S bps? TCP flow control? TCP congestion control? Or something else? Elaborate.
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e AERAS G, FERNCOT B BCA i R RO IS4 T RN S JF HL
FEVHIN GBI 2 7, A 2 E R AN SR E], TCP I ZE 3 A 2 IR AE T7 - JRT,
EHL A HRGEREA S RREE 10 B 5 AR B KA TT AR IR . — HRIETT 247
ORI, DR DU AR R<<S RAEMBIE. A7 2 TCP it &z .

P44. Consider sending a large file from a host to another over a TCP connection that has no loss.
a. Suppose TCP uses AIMD for its congestion control without slow start. Assuming cwnd
increases by 1 MSS every time a batch of ACKs is received and assuming approximately constant
round-trip times, how long does it take for cwnd increase from 6 MSS to 12 MSS (assuming no
loss events)?
b. What is the average throughout (in terms of MSS and RTT) for this connection up through time
=6 RTT?
% a. CongWin B % 6MSS % 1 /> RTT, B3k A\ 41 ZE8E G B, 40 2RTT % 7MSS,
2834 3RTT B4 % 8MSS, £4id 4RTT % 9MSS, £id SRTT 4% 10MSS, £5d 6RTT %
1IMSS, £t 7RTT % 12MSS.
b. fE5 1 N RTT Ki& T 5 MSS 3B, 1E55 2 4 RTT &35 T 6 1> MSS, f£55 3 I RTT
KIET 74 MSS, fE55 4 AN RTT Ki%ET 8 A MSS, 7E4 5 RTT Ki% T 9 4 MSS, 7EH
6 N RTT KIET 10 > MSS. KL HIH 6 4 RTT Mk, —3REIF AL T5+6+7+8+
9+10 = 45MSS, FrAFATRI LG HAEIX 6 A RTT AP0y
45MSS
6RTT

= 7.5MSS/RTT

P45. Recall the macroscopic description of TCP throughput. In the period of time from when the
connection’s rate varies from W/(2 ? RTT) to W/RTT, only one packet is lost (at the very end of
the period).

a. Show that the loss rate (fraction of packets lost) is equal to

1

%WZ +%W

L = loss rate =

b. Use the result above to show that if a connection has loss rate L, then its average rate is
approximately given by

1.22 x MSS

RTT x I
% a ZEAEL, EEANOHESKEOHENHE. £-MEFT, 71 MEL.
FERXAMEIA 1 RIE K LB :

w/2

%+(¥+ 1)+---w=nz=0(%+n)
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_W +W+W +W
T4 27 8 4
_3 2_|_3
—8W 4-W
Fr AR
Lo 1
3 ,.3
gW +ZW

b B w AR, BLZw? > 2w, L = s, sttw = [ 6 TOP OB B

LK
0.75W
RTT

TCP EHFHIHIEE =
RAWEH

3 ’ 8 MSS 1.22MSS
AT I 2 =_ F— —_—
PRI = 2 X [or X o e

P46. Consider that only a single TCP (Reno) connection uses one 10Mbps link which does not buffer
any data. Suppose that this link is the only congested link between the sending and receiving hosts.
Assume that the TCP sender has a huge file to send to the receiver, and the receiver’s receive
buffer is much larger than the congestion window. We also make the following assumptions: each
TCP segment size is 1,500 bytes; the two-way propagation delay of this connection is 150 msec;
and this TCP connection is always in congestion avoidance phase, that is, ignore slow start.

a. What is the maximum window size (in segments) that this TCP connection can achieve?

b. What is the average window size (in segments) and average throughput (in bps) of this TCP
connection?

c. How long would it take for this TCP connection to reach its maximum window again after

recovering from a packet loss?

Zeoa W FRRAERSCEBP I E R R RN A

M = 10Mbps
RTT
ISR K AR s R Y T BB b Ry H e Bk Bk, AT
W><1500><8= 10 x 105
0.15

RS W 2104 125 MRSCBER/N
b. HZEE RN W2 BB W, B4 RN 0.75W=94(93.75 (I bMA), ~F35)
TN

8
94 x 1500 x 015~ 7.52Mbps

C. 92—4 x 0.15 = 7.05seconds, HT RTT FIEES TN W2, HREAER—A RTT & H KD

FEIE N
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P47.

P48.

P49.

Consider the scenario described in the previous problem. Suppose that the 10Mbps link can buffer
a finite number of segments. Argue that in order for the link to always be busy sending data, we
would like to choose a buffer size that is at least the product of the link speed C and the two-way
propagation delay between the sender and the receiver.

% AW RRERITE O RAD. H S BREHFKAN AT IiE, € TCP KiETTHE—1
N MW Rox H, B DAY R —A RTT. WRE HHRNEE T W, A
e tH I E K ARG RORTTINZE & DR/, 2 B ORI IR BC R/, RIETT
TEEERF W/2 R SRS 73 211 ACK . 1 Wil IR BE 8 — BELZEARHmAds , 76N 1) BRO 3 W/ (2 - €)
TRATEL L B A5 ) A A B0 (FE XA I [ (IR P, RIA T #E — ELAR R R S8 AR B ) W72 73
M) ACK)o HtkS/C—EAREEIEIW/(2-C), BIS=W/2,

FAT, RIRTE R T FAENC I B A AR R 4 . > KNS B /IME. W2 2 BT AF—HN
2, AT L IR A — BT R, B, AT AURIE:

w
—/@Ty) 2 ¢

FrLL, (W/2) > C x 2T,, BIS> Cx 2T,.

Repeat Problem 43, but replacing the 10 Mbps link with a 10 Gbps link. Note that in your answer
to part ¢, you will realize that it takes a very long time for the congestion window size to reach its
maximum window size after recovering from a packet loss. Sketch a solution to solve this
problem.

Zoa. W R KIOE LK/, A% : W MSS/RTT = 10Gbps, 15 k28 2
TR TR, SE SRR TLIRAA:

8
x 1500 x —— = 10 x 10°
w 0.15

fRBW = 125000/ MK S0 B
b, MERICE O W2 LB W, P E 1 K/NA: 0.75W=93750 MR SCEL, “FRH T &8:

93750 X 1500 X = = 7.5Gbps.

c. (93750/(2x0.15))/60=117 53-8l, N T IORE O E, FRATAT LAMG A4 s, XAER
ATAT DA B — AN RIS O KAME, AR FTER —A RTT W& HR/NE 1 pik, —uk
PMLAT LA YL IX AN 8 B, He i1 Scalable TCP 1Y B HighSpeed TCP #4ii .

Let T (measured by RTT) denote the time interval that a TCP connection takes to increase its
congestion window size from W/2 to W, where W is the maximum congestion window size. Argue
that T is a function of TCP’s aver- age throughput.

% AT B o) TCP &1 Pt 2, .

_ 1.22-MSS
"~ RTT VL

H I FRATAEEIL = (1.22 x MSS/(B X RTT))?, HTWAESN DA ESLR, H 1/L K434 TCP

HIRIETTERI%, LT = (1/L) X MSS/B, iXFEFHA TR LA HIT = B X RTT?/(1.22% X MSS),

IR T 2 — /N T EE B MR
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P50. Consider a simplified TCP’s AIMD algorithm where the congestion window size is measured in
number of segments, not in bytes. In additive increase, the congestion window size increases by
one segment in each RTT. In multiplica- tive decrease, the congestion window size decreases by
half (if the result is not an integer, round down to the nearest integer). Suppose that two TCP
connections, C1 and C2, share a single congested link of speed 30 segments per second. Assume
that both C1 and C2 are in the congestion avoidance phase. Connection C1’s RTT is 50 msec and
connection C2’s RTT is 100 msec. Assume that when the data rate in the link exceeds the link’s
speed, all TCP connections experience data segment loss.

a. If both C1 and C2 at time t0 have a congestion window of 10 segments, what are their
congestion window sizes after 1000 msec?

b. In the long run, will these two connections get the same share of the band- width of the
congested link? Explain.

2 oa. ClAI C2 EZEXHET C1 I RTT N C2 —2F, Ik C1 7 Soms(ZR) 5% E
R K/, (B C2 £ 100ms J& A TFATARE & 1R/ o BGE T AEMTIN 73 20 R A A R A
Cl f£ 50ms JgHIEILIEDL, C2 £ 100ms J5 T AELLIE L. FATHE B TR TCP
B fERE— A RTT ZJa, —/NMEEIE R B HR 2N 1R X Cl, JATERT 50ms
THEAZF SR AORE R, W RIX A G TR R R, B ARAMEE Cl1 &
D 2320 25 R AR JE /N B R B VR o AHXET C2 TS, ERT 100ms FoATTTHE A LA
FRF R RGR TR A, ARIXAE R T BERR R AR i A, IR A FRAEGE C2 Al 7y %
SRARE DR/ E I RIE G H RN e VEREAE SR ) 50ms P -F-34 00 i e L A B A T R X
FRER AR, HAERS B 100ms 35 A0 20 e /N T Bl 2 45 T B B R 200 A4 i o 2 O AR IR
PGS EA MR E C1 ML 4 E R (BRI EA)HZ C2 RHIH.

NI, BT R AR TR O ORNAGR R AR

Cl C2
Time | Window Size | Average data sending | Window Average data
(msec) | (num. of | rate  (segments per | Size(num. of | sending rate
segments sent | second, segments sent | (segments per
in next | =Window/0.05) in next | second,
50msec) 100msec) =Window/0.1)
0 10 200 (in [0-50]msec] 10 100 (in [0-50]msec)
50 5 100 (in [50-100]msec] 100 (in
(decreases [50-100]msec)

window  size
as the avg.
total sending
rate to the link

in last
50msec is
300=
200+100)
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100 2 40 5 50
(decreases (decreases
window  size window size
as the avg. as the avg.
total sending total sending
rate to the link rate to the
in last link in last
S50msec is 100msec is

200= 250=

100+100) (200+100)/2
+
(100+100)/2)

150 1 20 50
(decreases
window  size
as the avg.
total sending
rate to the link
in last 50msec
is 90=
(40+50)

200 1 20 2 20
(no further (decreases
decrease, as window size
window  size as the avg.
is already 1) total sending

rate to the
link in last
100msec s
80=
(40+20)2 +
(50+50)/2)

250 1 20 20
(no further
decrease, as
window  size
is already 1)
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300 1 20 1 10
(no further (decreases
decrease, as window size
window  size as the avg.
is already 1) total sending

rate to the
link in last
100msec s
40=
(20+20)2 +
(20+20)/2)

350 2 40 10

400 1 20 1 10

450 2 40 10

500 1 20 1 10
(decreases
window  size
as the avg.
total sending
rate to the link
in last 50msec
is 50=
(40+10)

550 2 40 10

600 1 20 1 10

650 2 40 10

700 1 20 1 10

750 2 40 10

800 1 20 1 10

850 2 40 10

900 1 20 1 10

950 2 40 10

1000 1 20 1 10

M TR AT LLE B, #F 1000ms BUE, C1 AT C2 FIE HAR/NER 2 1 AN RSCBOR .

b. A, FEKWMEIEITH, Cl ML C2 12 1%, KN CIRTT H4H, Kt CliH%E
PR/ ZE 2 C2 1 2 5. BATTLANEME H, & 200ms =& —MEH, el M 850ms
F 1000ms 7ML & 7E L E—AMEPE B, C1 R IZEEZEN: (40 + 20 + 40 + 20) = 120,
C2M4: (10+ 10410+ 10) = 40, CI & C2 3 1.

P51. Consider the network described in the previous problem. Now suppose that the two TCP
connections, C1 and C2, have the same RTT of 100 msec. Sup- pose that at time t0, Cl1’s
congestion window size is 15 segments but C2’s congestion window size is 10 segments.

a. What are their congestion window sizes after 2200msec?

b. In the long run, will these two connections get about the same share of the bandwidth of the
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congested link?

c. We say that two connections are synchronized, if both connections reach their maximum
window sizes at the same time and reach their minimum window sizes at the same time. In the

long run, will these two connections get synchronized eventually? If so, what are their maximum

window sizes?

d. Will this synchronization help to improve the utilization of the shared link? Why? Sketch

some idea to break this synchronization.

Frea. FE—ANGEESEAL, AE R A o JRATTAT DA A TSR B RV, E 2200ms

PLE C1 A1 C2 & O K/NER N 2. RAEUTF -

Cl C2

Time | Window Size Data  sending  speed | Window Data sending

(msec) | (num. of | (segments per second, | Size(num. of | speed (segments
segments sent | =Window/0.1) segments sent | per second,
in next in next | =Window/0.1)
100msec) 100msec)

0 15 150 (in [0-100]msec] 10 100 (in

[0-100]msec)

100 7 70 5 50

200 3 30 2 20

300 1 10 1 10

400 2 20 2 20

500 1 10 1 10

600 2 20 2 20

700 1 10 1 10

800 2 20 2 20

900 1 10 1 10

1000 |2 20 2 20

1100 1 10 1 10

1200 |2 20 2 20

1300 1 10 1 10

1400 |2 20 2 20

1500 1 10 1 10

1600 |2 20 2 20

1700 1 10 1 10

1800 |2 20 2 20

1900 1 10 1 10

2000 |2 20 2 20

2100 1 10 1 10

2200 |2 20 2 20

b. R T AIMD Sk P 2 E B A 2 A MIF [ RTT .
c. &MY, XA AR s M A R, TR B E RN 2.

d. A, XANFEBRVE DORNMER, A RTMEERRIIALRE, ROV SR IERAE S EHAE N —
AR TR N S AE B NIRRT D 2 1) 2% o DRIk, BB AN T AE 71 20 1V AR (FRA M e e s 2
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FERZE) o — AN AT IR 5] 25 1) F 25 72 PR 1) B 1 2 A7 K /NI HLAE 92 A7 20 [ i i o2 BE AL 25 7
Iy o X RS I 2% A A B AE AN RIS (]t /N B0 R e AR 2 AMQ(Active Queue
Management)$i AT LASZEL, ELi RED(Random Early Detect), PI (Proportional and Integral
AQM), AVQ (Adaptive Virtual Queue), I REM (Random Exponential Marking)=5 .

P52. Consider a modification to TCP’s congestion control algorithm. Instead of additive increase, we

P53.

can use multiplicative increase. A TCP sender increases its window size by a small positive
constant a (0 < a < 1) whenever it receives a valid ACK. Find the functional relationship between
loss rate L and maximum congestion window W. Argue that for this modified TCP, regardless of
TCP’s average throughput, a TCP connection always spends the same amount of time to increase
its congestion window size from W/2 to W.

% W RIRECKIE DR/ 2 TCP & FUR/NA W/2 3R F W IR, 72 I ] 18] B Py 3471
A PR AR R R SCBIN S EE N S R AR 15

w W w w w .
S:—+7(1+a)+7(1+0()2+7(1+0()3+“'+7(1+“)

2
TAVELT, 4k = logyq 2B FE] S HKMEHS = W X 2o+ 1)/2a
MEEE L N:
1 2a
L

TS T WxQa+D

TCP #HFE % 1M W/2 515 W T FH i ) i1 F 2 nf 5

k X RTT = (log(14q) 2) X RTT, XiHH M S 4% [ TCP P& &,
WAL, TCP V7t & H 15

B = MSS x = MSS
- (k+1)xRTT L x (k+1)XRTT
WAL KM
g _ 122MSS
~ RTTVL

REHHAR R R G X, AN L2 U X RIE L

In our discussion of TCP futures in Section 3.7, we noted that to achieve a throughput of 10 Gbps,
TCP could only tolerate a segment loss probability of 2 x 1071° (or equivalently, one loss event
for every 5,000,000,000 segments). Show the derivation for the values of 2 X 107° (1 out of
5,000,000,000) for the RTT and MSS values given in Section 3.7. If TCP needed to support a 100

Gbps connection, what would the tolerable loss be?

2 R AR: :1.22><MSSE|_J.

RTTXVL  °

100Gb _ 1.22 x (1500 X 8)bits
sec 0.1sec X VL
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P54.

P55.

P56.

VI = 1.22 x 1500 x 8
~ 0.1 x 100 x 10°
BRI UL EER AL = 2.14 x 10712

In our discussion of TCP congestion control in Section 3.7, we implicitly assumed that the TCP
sender always had data to send. Consider now the case that the TCP sender sends a large amount
of data and then goes idle (since it has no more data to send) at tl. TCP remains idle for a
relatively long period of time and then wants to send more data at t2. What are the advantages and
dis- advantages of having TCP use the cwnd and ssthresh values from tl when starting to send
data at t2? What alternative would you recommend? Why?

Zr: HAE t1 ISP CongWin A Threshold fEATE ©2 B %Y, HALf& TCP AFEL T 18
) B 3E G A ZE B BRI AT LR EIAE ¢ IR R Ar it BE . (8 A I Sl A B RO e AT AT RE
CEMNIEM 7. b, WAL 1 B 2 RRERERERE T, RETREMNE
F A AR SCB RGE B O 4 I 2E B i 12

In this problem we investigate whether either UDP or TCP provides a degree of end-point
authentication.

a. Consider a server that receives a request within a UDP packet and responds to that request
within a UDP packet (for example, as done by a DNS server). If a client with IP address X
spoofs its address with address Y, where will the server send its response?

b. Suppose a server receives a SYN with IP source address Y, and after responding with a
SYNACK, receives an ACK with IP source address Y with the correct acknowledgment number.
Assuming the server chooses a  random initial sequence number and there is no
“man-in-the-middle,” can the server be certain that the client is indeed at Y (and not at some
other address X that is spoofing Y)?

Zeoa. RESAKIA Y RAE I RAR L

b. MRS EEEMS I E 2R PALIAIR Y. IR R e X %A Y, 4 SYNACK H4
RZEFMAE Y, JFH X F i TCP B fE b A2 ) il 5% #5 K 1% TCP ACK W &, BIfEA
2 RGN R 1E T TCPACK W R, At A2 HniE ik 25 2 I WIA6 Fr 5 (B o IR &5 24 H
BEHLEIRI AR 7 5), A BE S IRST A AT IE W IS .

In this problem, we consider the delay introduced by the TCP slow-start phase. Consider a client
and a Web server directly connected by one link of rate R. Suppose the client wants to retrieve an
object whose size is exactly equal to 15 S, where S is the maximum segment size (MSS). Denote
the round-trip time between client and server as RTT (assumed to be constant). Ignoring protocol
headers, determine the time to retrieve the object (including TCP connection establishment) when
a.4 S/R>S/R+RTT > 2S/R
b. S/R+RTT >4 S/R
c. S/R>RTT.
%: a. ZF MK, BATTUEL, SER:
RTT + RTT + S/R + RTT + S/R + RTT + 12S/R = 4RTT + 14 S/R

b. RPBAK), BEH I SE A .

RTT + RTT + S/R + RTT + S/R + RTT + S/R + RTT + 8S/R = 5RTT +11S/R
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c. [FIEE, EIXAGIT A HE D -
RTT + RTT + S/R + RTT + 14S/R = 3RTT + 15S/R

initiate TCP
connection
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: first window

$ second window

third window

fourth window
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\ complete
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time at
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Chapter 4 The Network Layer

P1. In this question, we consider some of the pros and cons of virtual-circuit and datagram networks.
a. Suppose that routers were subjected to conditions that might cause them to fail fairly often.
Would this argue in favor of a VC or datagram archi- tecture? Why?
b. Suppose that a source node and a destination require that a fixed amount of capacity always be
available at all routers on the path between the source and destination node, for the exclusive use of
traffic flowing between this source and destination node. Would this argue in favor of a VC or
datagram architecture? Why?
c. Suppose that the links and routers in the network never fail and that routing paths used between
all source/destination pairs remains constant. In this scenario, does a VC or datagram architecture
have more control traffic overhead? Why?
Feoao ST AN AR SR UL, B SR e BXAE R A . 20
S I 0 i ph A b R B b S ERT ST —ASE I E] B AR AU N AT kAR, R
K—MEE, ZESCEIE 5@ MG K. mH, Jeiiged hlik
W PR S L 4 T ) T AT S ) A A AR PR IX A BRI R, FIR R S —MER, AR TS
T A ORI BT B R . 0TI 1) T A B AR I 2ok, AN TR TS —
ASHH TAT B AR ECE PR B — AN R M ATERARAE 2. SR IRATANE, BT 2% B3] s
HEHIE, R SR R S N e B IR S BRIE R B B 1a) B R . FRATISNiE IS FHER
R, AT I AT DLAE S 2 A AR A E A A H R R B E AR T G Y . DR, 2K
A 9 5% 2 S AT R
b. DN T Lk B A RS — AR R R Y S B (BICRE T ) TR PR ), S N T I X SR B AR
W T 2R AR W, B A AU E N AN SRR, BT
ANTHIAH 3 A 46 S AT P LLRE AR, BN T — 11 1) JC FE B2 A IR 238 AN R i o LIS 1 1) 32
FEI 14 28 SE I A]

P2. Consider a virtual-circuit network. Suppose the VC number is an 8-bit field.
a. What is the maximum number of virtual circuits that can be carried over a link?
b. Suppose a central node determines paths and VC numbers at connection setup. Suppose the same
VC number is used on each link along the VC’s path. Describe how the central node might determine
the VC number at connection setup. Is it possible that there are fewer VCs in progress than the
maximum as determined in part (a) yet there is no common free VC number?
c. Suppose that different VC numbers are permitted in each link along a VC’s path. During
connection setup, after an end-to-end path is determined, describe how the links can choose their VC
numbers and configure their forwarding tables in a decentralized manner, without reliance on a
central node.
% oa. BERRBEAKEN) VCs(RE FLER) B REE . 28 = 256,
b. HULTAT AT AM{0,1,2 -+, 28 — DIHYEI—A VC T MG LT #EA7 b  RE F R i/
T 256 MBEAMFENARM VC SRATTHER.
c. B—EERTTLLE BIA{0,1,2-,28 — 133 —A VC T Bk, RATAE—ANHE r K
TEE R LR — R R AR S A ER VC 5 10 R LSRR L 1R — AN Hh S 0 7
NEBER o He— A SRR A CH) VC T

P3. A bare-bones forwarding table in a VC network has four columns. What is the meaning of the values
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in each of these columns? A bare-bones forwarding table in a datagram network has two columns.
What is the meaning of the values in each of these columns?

% EHERERERT, 40k ANEO, N VC 5, N, i VC 5. HIEmMgE LR
d, e HARMAEHTZRILEC), ot BERR %

P4. Consider the network below.

a. Suppose that this network is a datagram network. Show the forwarding table in router A, such
that all traffic destined to host H3 is forwarded through interface 3.

b. Suppose that this network is a datagram network. Can you write down a forwarding table in
router A, such that all traffic from H1 destined to host H3 is forwarded through interface 3, while all
traffic from H2 destined to host H3 is forwarded through interface 4? (Hint: this is a trick question.)
c. Now suppose that this network is a virtual circuit network and that there is one ongoing call
between H1 and H3, and another ongoing call between H2 and H3. Write down a forwarding table in
router A, such that all traffic from H1 destined to host H3 is forwarded through interface 3, while all
traffic from H2 destined to host H3 is forwarded through interface 4.

d. Assuming the same scenario as (c), write down the forwarding tables in nodes B, C, and D.

1@2

1 3 1
— — 3
2 4 1 2 2
N;ZI H3
_—
—
H2
2 oa AW EN H3 FIEEEEE OB DK 3 Kk
H ik BB O
H3 3

b. ARE, BUONE RN L VE T H Ar ik

c. —ANATREMACE A2

AN AVC 5 N Hve 5
1 12 3 22
2 63 4 18

HEEWAEIE R T ReAMIFER VC 5.

d. — M HTRERIEC E 2

% tH 2% B:

AN AVC 5 N Hve 5
1 22 2 24

H A C:

AN AVC 5 N Hve 5
1 18 2 50

% 4% D:
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AN A VC 5 HiEO Hve 5
1 24 3 70
2 50 3 76

P5. Consider a VC network with a 2-bit field for the VC number. Suppose that the network wants to set
up a virtual circuit over four links: link A, link B, link C, and link D. Suppose that each of these links

is currently carrying two other virtual circuits, and the VC numbers of these other VCs are as follows:

Link A Link B Link C Link D
00 01 10 n
01 10 11 00

In answering the following questions, keep in mind that each of the existing VCs may only be
traversing one of the four links.

a. If each VC is required to use the same VC number on all links along its path, what VC number
could be assigned to the new VC?

b. If each VC is permitted to have different VC numbers in the different links along its path (so that
forwarding tables must perform VC number transla- tion), how many different combinations of four
VC numbers (one for each of the four links) could be used?

%eoa. ABEOVHTHIME S 2 EC VC 5, BPUONHERT R 2 s B @ e it .

b, BEAMEERAT 2 NEHK VC 5, ko4 REER, RUIIA2Y = 16RARAE, i
(10,00,00,10) 9 H H —Fi

P6. In the text we have used the term connection-oriented service to describe a transport-layer service
and connection service for a network-layer service. Why the subtle shades in terminology?
B AR DRI, AR50 B R, T A HAR b AR SR SR
RAERRES, PIEARTEFRAEEE IR ST« £ — N3 T Jo 45 P 48 J2 A THT 170 HE-43 38 B iR 55 o (A
BT IP B TCP &km) i 2 0m R IR FFEROIRAS, B th 83 0F AT R RS EA RN, Pt
ATE A ARAE T AR AR AR 55

P7. Suppose two packets arrive to two different input ports of a router at exactly the same time. Also
suppose there are no other packets anywhere in the router.
a. Suppose the two packets are to be forwarded to two different output ports. Is it possible to forward
the two packets through the switch fabric at the same time when the fabric uses a shared bus?
b. Suppose the two packets are to be forwarded to two different output ports. Is it possible to forward
the two packets through the switch fabric at the same time when the fabric uses a crossbar?
c. Suppose the two packets are to be forwarded to the same output port. Is it possible to forward the
two packets through the switch fabric at the same time when the fabric uses a crossbar?
% oa ARE, UHAEM L AR, £ 2 R etk — N 4.
b. ATEL, IEAIFESRATHEARRE, B R A2 A48 A [R] B e A\ B e Ay s 2, e ATTRT LA
AT R BN A% %
c. ABE, FERXFEIL T A 2 R 1A ) — AN B2, KR AT RERT

P8. In Section 4.3, we noted that the maximum queuing delay is (n—1)D if the switching fabric is n times
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faster than the input line rates. Suppose that all packets are of the same length, n packets arrive at the
same time to the n input ports, and all n packets want to be forwarded to different output ports. What

is the maximum delay for a packet for the (a) memory, (b) bus, and (c) crossbar switching fabrics?

% NAE, RVERANGURE ] = Fh A2 e 25 8 (1) B KIS ZE 23 5128 (n-1)D,  (n-1)D H1 0.

P9. Consider the switch shown below. Suppose that all datagrams have the same fixed length, that the
switch operates in a slotted, synchronous manner, and that in one time slot a datagram can be
transferred from an input port to an output port. The switch fabric is a crossbar so that at most one
datagram can be transferred to a given output port in a time slot, but different output ports can receive
datagrams from different input ports in a single time slot. What is the minimal number of time slots
needed to transfer the packets shown from input ports to their output ports, assuming any input queue
scheduling order you want (i.e., it need not have HOL blocking)? What is the largest number of slots
needed, assuming the worst-case scheduling order you can devise, assuming that a non-empty input

queue is never idle?

—_— ‘:I i — — Qutput port X —»

Switch
I: ‘ % fabric LABBUE POt v —»

—‘:I 29| — — Output portZ —»

% BT E AN K (slot), ECHIT:

IFBR 1. RIZAETIm AN BN 020 X, RIEAE P N BAFI 221 Y .

IFBR 2. RIEAEP AN 220 X, RIEAE R AN BB 221 Y

IR 3: ISR I A BN 20 4 Z.

KIS B AR Y 3.560s b, BUE — N EE A BN A AN, AT LIS 2 258 —A
IS B A Y ACIEAE T g N\ BB 4 73 4 X ANAE o 18] B S A\ A S 0 21 Y MRl AR5
AR, BATRTUARE 2 A BLE RO BN, RS 5 AR AT PR S = A RAR SE R
e WORE DR T A A BRI 73 4 X, A SR DL 7 2 4 IR

P10. Consider a datagram network using 32-bit host addresses. Suppose a router has four links,

numbered 0 through 3, and packets are to be forwarded to the link interfaces as follows:

Destination Address Range Link Interface
11100000 00000000 00000000 00000000
through 0

11100000 00111111 11111111 11111111
11100000 01000000 00000000 00000000
through 1

11100000 01000000 11111111 11111111

11100000 01000001 00000000 00000000
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through(Z)) 2
11100001 01111111 11111111 11111111

otherwise 3

a. Provide a forwarding table that has five entries, uses longest prefix match- ing, and forwards
packets to the correct link interfaces.

b. Describe how your forwarding table determines the appropriate link inter- face for datagrams
with destination addresses:

11001000 10010001 01010001 01010101

11100001 01000000 11000011 00111100

11100001 10000000 00010001 01110111

Z.oa W
GIE-UN BRI
11100000 00 O(entry 1)
11100000 01000000 1(entry 2)
1110000 2(entry 3)
11100001 1 3(entry 4)
HeE 3(entry 5)

b. 51 ANMIERKATRILE 2 5 M46H: 203,
B2 MR KT ULE S 3 MAH: 2
B3 MR KT UCE 5 3 M H: 103

P11. Consider a datagram network using 8-bit host addresses. Suppose a router uses longest prefix

matching and has the following forwarding table:

Prefix Match Interfoce
00 0
010 I
01 2
10 2
11 3

For each of the four interfaces, give the associated range of destination host addresses and the

number of addresses in the range.

% WF:

H A5k 3 BB ik
00000000 #] 00111111 0 64
01000000 %] 01011111 1 32
01100000 #] 01111111 2 32
10000000 %] 10111111 2 64
11000000 #J 11111111 3 64
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P12. Consider a datagram network using 8-bit host addresses. Suppose a router uses longest prefix

matching and has the following forwarding table:

Prefix Match Interfoce
] 0
10 ]
111 2
otherwise 3

For each of the four interfaces, give the associated range of destination host addresses and the

number of addresses in the range.

Z: WF:

H br Hhik i F BB Hh ik =
1100 0000 | 1101 1111 0 32

1000 0000 % 1011 1111 1 64

1110 0000 F] 1111 1111 2 32

0000 0000 | 0111 1111 3 128

P13. Consider a router that interconnects three subnets: Subnet 1, Subnet 2, and Subnet 3. Suppose all of
the interfaces in each of these three subnets are required to have the prefix 223.1.17/24. Also
suppose that Subnet 1 is required to support at least 60 interfaces, Subnet 2 is to support at least 90
interfaces, and Subnet 3 is to support at least 12 interfaces. Provide three network addresses (of the
form a.b.c.d/x) that satisfy these constraints.
e TR, 2, 3 AR AN
FM 1: 223.1.17.0/26;

FM 2: 223.1.17.128/25;

T 3: 223.1.17.192/28.

P14. In Section 4.2.2 an example forwarding table (using longest prefix matching) is given. Rewrite this

forwarding table using the a.b.c.d/x notation instead of the binary string notation.
& W

H i HERE R
200.23.16/21 0
200.23.24/24 1
200.23.24/21 2
HE 3

P15. In Problem P10 you are asked to provide a forwarding table (using longest prefix matching).

Rewrite this forwarding table using the a.b.c.d/x notation instead of the binary string notation.
% WF:
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P1e6.

P17.

H stk g0
11100000(224.0/10)

11100000 01000000(224.64/16)
1110000(224/8)

11100001 1(225.128/9)
He

W W NN = O

Consider a subnet with prefix 128.119.40.128/26. Give an example of one IP address (of form
XXX.XXX.XXX.XxX) that can be assigned to this network. Suppose an ISP owns the block of addresses
of the form 128.119.40.64/26. Suppose it wants to create four subnets from this block, with each
block having the same number of IP addresses. What are the prefixes (of form a.b.c.d/x) for the four

subnets?
2 TP BRI TE R 129.119.10.128 1 129.119.10.191, T AA{TIE—A. TUAFZMRTZE U0

M WA 255 s -

1 129.119.10.64/28
2 129.119.10.80/28
3 129.119.10.96/28
4 129.119.10.112/28

Consider the topology shown in Figure 4.17. Denote the three subnets with hosts (starting clockwise
at 12:00) as Networks A, B, and C. Denote the subnets without hosts as Networks D, E, and F.

a. Assign network addresses to each of these six subnets, with the following constraints: All
addresses must be allocated from 214.97.254/23; Subnet A should have enough addresses to
support 250 interfaces; Subnet B should have enough addresses to support 120 interfaces; and
Subnet C should have enough addresses to support 120 interfaces. Of course, subnets D, E and F
should each be able to support two interfaces. For each subnet, the assignment should take the form
a.b.c.d/x or a.b.c.d/x —e.f.g.h/y.

b. Using your answer to part (a), provide the forwarding tables (using longest prefix matching) for
each of the three routers.

% oa. M 214.97.254/23 ETFIRMEE, —DAATRIEC DT R

TR D: 214.97.254.0/31(2 Mtuht);

TR E: 214.97.254.2/31(2 i),

FW F: 214.97.254.4/30(4 AN Hidl);

FM B: 214.97.254.0/25—214.97.254.0/29(128-8=120 ™M Hitik);

TR C: 214.97.254.128/25(128 /Mhihl);

TR A: 214.97.254.255/24(256 M HbdE).

b. BEHAR WIT:

KT 2% L AL (Longest Prefix Match) %t 4% 17 (Outgoing Interface)
11010110 01100001 11111111 A
11010110 01100001 11111110 0000000 D
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11010110 01100001 11111110 000001 F

P EHAR R WIT

B K AT 43 VL Bc (Longest Prefix Match) % 4% 1 (Outgoing Interface)
11010110 01100001 11111110 000001 F

11010110 01100001 11111110 0000001 E

11010110 01100001 11111110 1 C

P& EHAR R W T -

B K AT 42 VL Bc (Longest Prefix Match) % 4% 0 (Outgoing Interface)
11010110 01100001 11111110 0000000 D

11010110 01100001 11111110 0 B

11010110 01100001 11111110 0000001 E

P18. Use the whois service at the American Registry for Internet Numbers (http://www.arin.net/whois) to

determine the IP address blocks for three universities. Can the whois services be used to determine

with certainty the geographical location of a specific IP address? Use www.maxmind.com to

determine the locations of the Web servers at each of these universities.
2. fE R E B R http:/www.cnnic.cn/ #E4T whois &) 15 5 -

8% PG U 915 K 2(202.117.144.2) 1) TP ik £y«

HhhEYE R : 202.117.144.0 - 202.117.159.255,

CIDR #y: 202.117.144/20, £ 12 fi EHLHHE, 2916 x 256 = 40961 % kil ;

K AP N 166.111.4.100) /) TP Mk fy.
HibkJE . 166.111.0.0 - 166.111.255.255,
CIDR N: 166.111/16, H 16 fzEHLHIE, 21256 X 256 = 65536/ %] #h ik

JEHTR2IP A 111.205.231.1) ) 1P bk He .

HibEyEE A: 111.192.0.0 - 111.207.255.255,

CIDR Ay: 111.192/12, £ 20 iz EHLHbE, #4516 x 256 x 256 = 1048576 X4k o o
ANBE, WHOIS 2 ) AN & A 1P Hbdik (1) b 2247 B

3BT M3k www.maxmind.com EAf7 IP HFE A B A

B |BBKE |28 | BORR |25
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PRt EERE 1S |G |4 ARt

e N f w0 Tasonth e

P19. Consider sending a 2400-byte datagram into a link that has an MTU of 700 bytes. Suppose the
original datagram is stamped with the identification number 422. How many fragments are
generated? What are the values in the various fields in the IP datagram(s) generated related to
fragmentation?

%o BAS TP BRI BRI 680(20bytes TP ), IRILFE AR A4 A HOK
[(2400 — 20)/680] = 4([ 1FRBWHE), MM LB A —MRREA 422, BT &E—
MRSCB, AWCBI K /N A 700bytes (BLFE TP B #). )i — MM CB RN N
2400 — 680 * 3 = 360bytes(f4 20bytesIP 1 #).0X 4 MR SCBF A% & 73714 0, 85, 170,
255, R i 0N 680/8=85. il 3 MRICE flag=1, fe/a—MMRICBL flag=0.

P20. Suppose datagrams are limited to 1,500 bytes (including header) between source Host A and
destination Host B. Assuming a 20-byte IP header, how many datagrams would be required to
send an MP3 consisting of 5 million bytes? Explain how you computed your answer.

i MP3 SCHER/NR 500 757, RO XK & B TCP &4, &4~ TCP OCBUA 20 741
(I8, AT LA SCBERT LA 17 1500 — 20 — 20 = 146075151 MP3 SC4F, FT LA B4R L
By

5x 10°bytes | 3425
1500 — 20 — 20|

Br TG —A, BT R TP B IRAT /S 1500bytes K/, B — MR IR
960 + 40 = 1000bytes. VERKARXMHMN S F—IEENASEIEET 1500 797 £,
I FLAE S B v I B R 4 L 1 MT UG KA S 5 0 B/

P21. Consider the network setup in Figure 4.22. Suppose that the ISP instead assigns the router the
address 24.34.112.235 and that the network address of the home network is 192.168.1/24.
a. Assign addresses to all interfaces in the home network.
b. Suppose each host has two ongoing TCP connections, all to port 80 at host 128.119.40.86.

Provide the six corresponding entries in the NAT translation table.
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P22.

P23.

Za EAFEEMHE N 192.168.1.1, 192.168.1.2, 192.168.1.3, BEH23E11: 192.168.1.4,
b. WIF:

NAT # 43k
WAN Ity LAN %
IP address TCP port numbers IP address TCP port numbers
24.34.112.235 4000 192.118.1.1 3345
24.34.112.235 4001 192.118.1.1 3346
24.34.112.235 4002 192.118.1.2 3445
24.34.112.235 4003 192.118.1.2 3446
24.34.112.235 4004 192.118.1.3 3545
24.34.112.235 4005 192.118.1.3 3546

Suppose you are interested in detecting the number of hosts behind a NAT. You observe that the IP
layer stamps an identification number sequentially on each IP packet. The identification number of
the first IP packet generated by a host is a random number, and the identification numbers of the
subsequent IP packets are sequentially assigned. Assume all IP packets generated by hosts behind
the NAT are sent to the outside world.

a. Based on this observation, and assuming you can sniff all packets sent by the NAT to the outside,
can you outline a simple technique that detects the number of unique hosts behind a NAT? Justify
your answer.

b. If the identification numbers are not sequentially assigned but randomly assigned, would your
technique work? Justify your answer.

% oa HTRHTAR IP A RIES] NAT B84, BRI L — AN e g
KT B NAT B A8 )5 [ ENL= RN H . B S EVER— RFGATFH P AR
Al e NN KI5 25 [l 48 R B AT — AN B R I IE AR IR 5 B (ID), AT LA 4R
) ID KX TP 43 A A Bl — AR, AR5 i A 2 4E NAT 26 38 )5 11— AN ENLI 50
HRPREVE, RATSH LT H5E:

“A Technique for Counting NATted Hosts”, by Steven M. Bellovin, appeared in IMW’02, Nov.
6-8, 2002, Marseille, France.

“Exploiting the IPID field to infer network path and end-system characteristics.”

Weifeng Chen, Yong Huang, Bruno F. Ribeiro, Kyoungwon Suh, Honggang Zhang, Edmundo de
Souza e Silva, Jim Kurose, and Don Towsley.

PAM'05 Workshop, March 31 - April 01, 2005. Boston, MA, USA.

b. SR, WX EEAR RS AR P BT AC, £ a B EACK Tk EFH,
FESAL R HHE b Jo 2 b L AR

In this problem we’ll explore the impact of NATs on P2P applications. Suppose a peer with
username Arnold discovers through querying that a peer with username Bernard has a file it wants
to download. Also suppose that Bernard and Arnold are both behind a NAT. Try to devise a
technique that will allow Arnold to establish a TCP connection with Bernard without
application-specific NAT configuration. If you have difficulty devising such a technique, discuss
why.

%4 Arnold I Bernard At E N E SR, A2 & A —A> TCP SYN 404, 71 Bernard
B J— 28 H ARd 5, 24 NAT YFIX A~ TCP SYN Zr2HI, BT 2% BRI
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WAN (ST ERE, NAT ASEIE N %A XA 7 4L B AN £, e EFIXA SYN
JreH. [E3, Bernard 4S8RI EE AT Arnold ST iEEHE, BT DAAT BB X AR .

P24. Looking at Figure 4.27, enumerate the paths from y to u that do not contain any loops.
2 oy-X-U, y-X-V-U, Y-X-W-U, y-X-W-V-U,
y-W-U, Y-W-vV-U, y-W-X-U, y-W-X-V-U, y-W-V-X-U,

y-Z-W-U, Y-Z-W-V-U, y-Z-W-X-U, y-Z-W-X-V-U, y-Z-W-V-X-Uo

P25. Repeat Problem P24 for paths from x to z, z to u, and z to w.
%: X @J Z:
X-y-Z, X-y-W-Z,
X-W-Z, X-W-Y-Z,
X-V-W-Z; X-V-W-Y-Z,
X-U-W-Z, X-U-W-Y-Z,
X-U-V-W-Z; X-U-V-W-y-Zo
z # u:
Z-W-U, Z-W-V-U, Z-W-X-U, Z-W-V-X-U, Z-W-X-V-U, Z-W-y-X-U, Z-W-y-X-V-U,
Z-y-X-U, Z-y-X-V-U, Z-y-X-W-U, Z-Y-X-W-y-U, Z-Y-X-V-W-U,
Z-y-W-V-U, Z-y-W-X-U, Z-Y-W-V-X-U, Z-y-W-X-V-U, Z-y-W-Y-X-U, Z-Y-W-Y-X-V-Uo
zE w:

Z-W, Z-y-W, Z-Y-X-W, Z-y-X-V-W, Z-y-X-U-W, Z-y-X-U-V-W, Z-y-X-V-U-Wo

P26. Consider the following network. With the indicated link costs, use Dijkstra’s shortest-path
algorithm to compute the shortest path from x to all network nodes. Show how the algorithm works

by computing a table similar to Table 4.3.

e x BIPTAT ST R B ROE B AR U T
Step | N’ D@.p@®) | Dw.p@w) | DO)p() | Dw.pw) | DE).py) | DE).pE)
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0 X o o 3x 6.x 6.x 8.x
1 XV 7,v 6,v 3,x 6,x 6,x 8,x
2 Xvu 7,v 6,v 3x 6,x 6,x 8,x
3 XVUW 7,v 6,v 3x 6,x 6,x 8.x
4 XVUwWy 7,v 6,v 3x 6,x 6,x 8.x
5 Xvuwyt 7,v 6,v 3x 6,x 6,x 8.x
6 XVuwytz 7,v 6,v 3x 6,x 6,x 8.x

P27. Consider the network shown in Problem P26. Using Dijkstra’s algorithm, and showing your work
using a table similar to Table 4.3, do the following:
a. Compute the shortest path from t to all network nodes.
b. Compute the shortest path from u to all network nodes.
c. Compute the shortest path from v to all network nodes.
d. Compute the shortest path from w to all network nodes.
e. Compute the shortest path from y to all network nodes.

f. Compute the shortest path from z to all network nodes.

Zeoa t BT WEE T R SRAEER AR 0T -

Step D(x), D(w),p(u | Dv).p(v | D(w).p(w) | Dy).p(y | D(z).p(z
N’ P ) ) ) )

0 t oe) 2.t 4.t 00 7.t oY)

1 tu 00 2t 4.t S,u 7.t o0

2 tuv IRY% 2.t 4.t 5,u 7.t 0

3 tuvw IRY% 2.t 4.t 5,u 7.t 0

4 tuvwx IRY% 2.t 4.t 5u 7.t 15.x

5 tuvwxy | 7,v 2.t 4.t 5u 7.t 15.x

6 tuvwxyz | 7,v 2.t 4.t 5,u 7.t 15,x

b. u BIFTA W28 5 1 B R R AR T

Step | N’ D(x), D@.pt | Dv).p(v) | D(w).p(w) | D3).p(y | D(z).p(z

P ) ) )

u 00 2,u 3u 3,u 00 o0
ut 0 2,u 3u 3,u 9,t 00
utv 6,v 2,u 3u 3,u 9,t o0
utvw 6,v 2,u 3u 3u 9.t 0
utvwx 6,v 2,u 3u 3,u 9,t 14,x
utvwxy | 6,v 2,u 3u 3,u 9,t 14,x
utvwxyz | 6,v 2,u 3u 3,u 9,t 14,x
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TR 25 PR 5 2] e RN
c. v BT W28 RO SR B AR AN T
Step DE, | D@.p( | DW.py | Dw).ptw) | Dper | DEpe
Px) 2 ) )
v 3v 3,v 4,v 4,v 8,v 0
VX 3v 3,v 4,v 4,v 8,v 11,x
vxu 3,v 3v 4.v 4,v 8,v 11,x
vxut 3,v 3v 4.v 4,v 8,v 11,x
vxutw 3,v 3v 4.v 4,v 8,v 11,x
vxutwy | 3,v 3v 4.v 4,v 8,v 11,x
vxutwyz | 3,v 3v 4.v 4,v 8,v 11,x
d. w B BT W 25 757 s R B R B AR AN T
Step D(x), D(w).p( | Dv).p(v) | D@).p@) | DG).p(y | D(z).p(z
N’ Px) 2 ) )
w 6,w 3w 4w 00 00 o0
wu 6,w 3w 4w 5,u 00 o
wuv 6,w 3w 4w 5u 12,v 0
wuvt 6,w 3w 4w 5u 12,v 0
wuvtx 6,w 3w 4w 5,u 12,v 14,x
wuvtxy | 6,w 3w 4w 5,u 12,v 14,x
wuvtxyz | 6,w 3w 4w 5,u 12,v 14,x
e.y BT M2 R BB R BRAZ 0T «
Step D(x), D(w).p( | Dv).p(v) | D(w).p(w) | D(1).p(t) | D(z).p(z
’ P u) )
y 6,y 00 8,y oo 7,y 12,y
yX 6,y o0 8,y 12,x Ty 12y
yxt 6,y 9,t 8,y 12,x 7,y 12,y
yXxtv 6,y 9,t 8,y 12,x 7,y 12,y
yxtvu 6,y 9,t 8y 12,x 7,y 12y
yxtvuw | 6,y 9,t 8,y 12,x 7,y 12,y
yxtvuwz | 6,y 9,t 8,y 12,x 7,y 12,y
f. z BT P28 R B B AR T
Step D(x), D(w).p( | Dv).p(v) | D(w).p(w) | D3).p(y | D().p(1)
N P u) )
z 8,z 00 00 0 12,z o0
zZX 8,z 00 11,x 14,x 12,z o0
ZXV 8,z 14,v 11,x 14,x 12,z 15,v
ZXVY 8,z 14,v 11,x 14,x 12,z 15,v
ZXVyu 8,z 14,v 11,x 14,x 12,z 15,v
zxvyuw | 8,z 14,v 11,x 14,x 12,z 15,v
zxvyuwt | 8,z 14,v 11,x 14,x 12,z 15,v
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P28. Consider the network shown below, and assume that each node initially knows the costs to each of

its neighbors. Consider the distance-vector algorithm and show the distance table entries at node z.

e MBS RS, WA ZBRASEYERE x, z. HEERRIWT:

Cost to
From u v X y z
A% o0 oo oo oo oo
X o0 oo oo oo oo
z o 6 2 o) 0
Cost to
From u v X y z
v 1 0 3 0 6
X el 3 0 3 2
z 7 5 2 5 0
Cost to
From u v X y z
v 1 0 3 3 5
X 4 3 0 3 2
z 7 5 2 5 0
Cost to
From u v X y z
v 1 0 3 3 5
X 4 3 0 3 2
z 6 5 2 5 0

P29. Consider a general topology (that is, not the specific network shown above) and a synchronous
version of the distance-vector algorithm. Suppose that at each iteration, a node exchanges its
distance vectors with its neighbors and receives their distance vectors. Assuming that the algorithm

begins with each node knowing only the costs to its immediate neighbors, what is the maximum
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P30.

P31.

number of iterations required before the distributed algorithm converges? Justify your answer.

% HTE S RIEEA WA — LR, AR U FRIT RIS TN AR E
IEARH A (BMBGE 1X 8747 58— T IR AT 15 SR AR T aa 48 fE 1) 2 ) o AR XA 5
KRBT (WA, £ APRE, ey S E o 5T H oA T B RS 1) 8 3R .

R — AR, — AN Rk B e AR EE B i B S e R R . B,
RA—NNE A, HAES RN B, £ RIERZE, B A MALEEEE A —BEalE msk
S 4 R T — B PR A BB AL SR R AR(ED B & RN AT B R A EIE A 192 H).

M d BRI “diameter( ELAE)”: A& £E W 28 FPAT R PR AN 19 A 2 TR) A D 30 1R e A B AR 1)
K. SHATHEMHER, fEd — 1UOEAZ G HTA 7 RUK ANE d R TR R R B e
B H A D R, TR d Bk el 28 A I ER AR A IR L BE A R R RS BR B d Bk
B A R IAES), ARG IR I d - 1IREA

BEAh, BRARRRDIFRE 1 RERS AR, DA RS e AR M) DV B0E, AaiE
Wiy 3] 58 s AT SR i 7 SR AR TR BUI PR 1)

Consider the network fragment shown below. x has only two attached neigh- bors, w and y. w has a
minimum-cost path to destination u (not shown) of 5, and y has a minimum-cost path to u of 6. The
complete paths from w and y to u (and between w and y) are not shown. All link costs in the network
have strictly positive integer values.

a. Give x’s distance vector for destinations w, y, and u.

b. Give a link-cost change for either c(x,w) or ¢(x,y) such that x will inform its neighbors of a new
minimum-cost path to u as a result of executing the distance-vector algorithm.

c. Give a link-cost change for either c(x,w) or c(x,y) such that x will not inform its neighbors of a
new minimum-cost path to u as a result of exe- cuting the distance-vector algorithm.

% a. HAEEAS:

D,(w) = min{c(x, y) + D,(w), c(x,w) + Dw(w)} =min{5+ 2,2+ 0} =2

D,(y) = min{c(x, y) + D, (y),c(x,w) + Dw(y)} =min{5+ 0,2 + 2} = 4

D,(u) = min{c(x, y) + Dy, (w), c(x,w) + Dw(u)} =min{4 +6,2+5} =7

b. EAEEEUIRc(x ) ZBUH KA 4. IR c(x,y) 3 KEGE AN L
cx,y)=1), M x 2| u MBI REEESAMETA N 7. Bitcx y) IR ZE:
c(x,y) = DASTH x EAHALEE R 2] u B ERARE 3B ARA AR AL .

MFelxy) =8 <1, MAIMAEMN x B u FEATE R EATKEIL y KDA: 6460
BRFEc(x, w) . Wkc(x,w) =<1, HAE u AL R AP ET wIF H I
TERANS + & x K@ AN HAR R XA B BAR A . iR e(x,w) =€ > 6, WABLEMR &
IR P AR T y K/ 11 xR PRI R A0 AN 7 ) B AR AE 9 R A

c. EEEEHEATe(x, y) MR Ee(x,y) = DA FE x BAIHAREZ] u —ASH0 &A%
et

Consider the three-node topology shown in Figure 4.30. Rather than having the link costs shown in
Figure 4.30, the link costs are ¢(x,y) = 3, ¢(y,z) = 6, ¢(z,x) = 4. Compute the distance tables after the
initialization step and after each iteration of a synchronous version of the distance-vector algorithm
(as we did in our earlier discussion of Figure 4.30).
W
TR xR

Cost to Cost to
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P32

P33

P34.

X y z X y z
X 0 3 4 X 0 3 4
From y o 0 o From y 3 0 6
z oS 0 0 Z 4 6 0
TRy R
Cost to Cost to
X y z X y z
X 0 o) 0 X 0 3 4
From y 3 0 6 From y 3 0 6
o 1) o) 4 6 0
T z&R
Cost to Cost to
X y z X y z
X 0 o) 0 X 0 3 4
From y [ 0 [ From y 3 0 6
Z 4 6 0 Z 4 6 0

. Consider the count-to-infinity problem in the distance vector routing. Will the count-to-infinity
problem occur if we decrease the cost of a link? Why? How about if we connect two nodes which do
not have a link?

% s, KRB HER O A S 3 B0 A AN IREE [R] G H AR AR BE B PN 2
[ f T — Bk O AH D BB AR B £ 9 7 AR ) o F— SR B RO AN T RO LR X R B R 1) 2 D e
To T3 KA NA BRI EEE R .

. Argue that for the distance-vector algorithm in Figure 4.30, each value in the distance vector D(x) is
non-increasing and will eventually stabilize in a finite number of steps.

F: BRI, — AN RHEE B 1A R A OB A 2L T Bellman-Ford 7772, W2, 1
RS fi B R R A S el 3K S8 B AR AL SRR AR RO, SIS, X T4 R A 3RA 120 o an 2Rk
AHH, ZHRASKIENE %, B, DA . FOVXEET2 A RN,
DABR 2 R FEES r) B AR S AL IR AP IR

Consider Figure 4.31. Suppose there is another router w, connected to router y and z. The costs of all
links are given as follows: c(x, y) =4, ¢(x, z) = 50, c¢(y, w) = 1, ¢(z, w) = 1, c(y, z) = 3. Suppose that
poisoned reverse is used in the distance-vector routing algorithm.

a. When the distance vector routing is stabilized, router w, y, and z inform their distances to x to
each other. What distance values do they tell each other?

b. Now suppose that the link cost between x and y increases to 60. Will there be a count-to-infinity
problem even if poisoned reverse is used? Why or why not? If there is a count-to-infinity problem,
then how many iterations are needed for the distance-vector routing to reach a stable state again?
Justify your answer.

c. How do you modify c(y,z) such that there is no count-to-infinity problem at all if c(y,x) changes
from 4 to 607

Z:oa W
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Router z Informs w, D,(x) = oo

Informs 'y, D,(x) =6
Router w Informs y, D, (x) = oo

Informs z, D, (x) =5
Router y Informs w, D, (x) = 4

Informs z, Dy, (x) = 4
b. 2, ¥ L count-to-infinity 7] &R N I I FA% R 1 B SRR, BUEAE « WFZI,
R P AR AL T A6y N 2] y SEHTHC R 8 ) B O ELIE A AR S w2, £E N T ks
“O RN

time to t; t, t3 ty

V4 —w, D,(x) =00 No change —w, D,(x) =
-y, D,(x) =6 -y, D,(x) =11

w —y, D, (x) = —y, D, (x) = No change
—z, D, (x) =5 —z, D, (x) =10

Y —w, D,(x) =4 —w, Dy(x) =9 No change —-w, D,(x) =14
—z, D, (x) =4 —z, Dy(x) = —z, Dy(x) =

BATTAER w, 2z, y BET — D RIBSE TSR 8% x KA D . R IEA]
FFEEIERAERITR, £, z RNRIED] x FHRARIES )y 50, HEEM x ERMIER
Bo fERFA]ty, w2 BIEEIT z 2] x PIHRARTED N 51 I Zts0, y EHERBNIEL x 1)
RARTH N 5208 w)o B, ER Zlts,, BATEH, EEEUE T Tk, £HEWF.

time 27 28 t29 t30 31
Z > W, via w, o
D,(x)=50
=2y, D(x)=50 viay, 55
via z, 50
W 2y, Dy(x)=0 | 2> Y, via w,
D, (x)=51
> z, | 2 z, Dyx)= via y, ©
D..(x)=50 0 viaz, 51
Y > W, 2> w, Dyx)= | viaw, 52
Dy(x)=53 0
2 z, Dy(x)= 0 2> z, Dy(x)= | viay, 60
52 via z, 53

c. MIkR y Fl z Z [ FIE % o

P35. Describe how loops in paths can be detected in BGP.
% PUAN—AEIRRGFE—A BGP I H K2 i B ARME B AT, BT DU 230
BEAIE ] B —A SR — BGP £ AS PATH H I 557 I3 — MU S EH EH AS 513, A5
ER e AR B A ki, fRZaREfT 8 .

P36. Will a BGP router always choose the loop-free route with the shortest AS- path length? Justify your

answer.
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P37

P38.

e EBMBAEA B UL RN AS-path, [HIARTE S bk B RE b T B R AR £ n)
TR R, — MR E S A T AN RUE R R A . L, — A AS AR
& “raffic” ) — AR JE AL B — DT EFLAT AS B HIAEE .

. Consider the network shown below. Suppose AS3 and AS2 are running OSPF for their intra-AS
routing protocol. Suppose AS1 and AS4 are running RIP for their intra-AS routing protocol.
Suppose eBGP and iBGP are used for the inter-AS routing protocol. Initially suppose there is no
physical link between AS2 and AS4.

a. Router 3¢ learns about prefix x from which routing protocol: OSPF, RIP, eBGP, or iBGP?
b. Router 3a learns about x from which routing protocol?
c. Router 1c learns about x from which routing protocol?

d. Router 1d learns about x from which routing protocol?

%: a HT xfE AS4 1, 3¢y AS3 B KR IR, Frbh 3c il eBGP % > FIHI 4 x:
b. 3a il it iBGP M 3¢ &% > BIHTL
c. lc ilid eBGP M 3a ib%: 2] B HG4 s
d. 1d J83d iBGP M lc 4% > 24 .

Referring to the previous problem, once router 1d learns about x it will put an entry (x, I) in its
forwarding table.

a. Will I be equal to I1 or 12 for this entry? Explain why in one sentence.

b. Now suppose that there is a physical link between AS2 and AS4, shown by the dotted line.
Suppose router 1d learns that x is accessible via AS2 as well as via AS3. Will I be set to I1 or 12?
Explain why in one sentence.

c. Now suppose there is another AS, called AS5, which lies on the path between AS2 and AS4 (not
shown in diagram). Suppose router 1d learns that x is accessible via AS2 AS5 AS4 as well as via
AS3 AS4. Will I be set to I1 or 12? Explain why in one sentence.

% AS1IZAT WIBIEBR P RIP, I (x, 1D B HARMIEZATT —BkpZs, N

a. MXARWME, [ MIZBEN L. FORNEDIFE 7AW s 1d 20055 &
lc BARAE DR R AZ o

b. 12, it AS2 LK AS3 i #HFI T AS-PATH K. {HJ2 M 12 JF 4 Filt ff) NEXT-TOP %
%, EE B b sk ECE .
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c. I, KNI AS-PATH E4i, 127> 1.

P39. Consider the following network. ISP B provides national backbone service to regional ISP A. ISP C
provides national backbone service to regional ISP D. Each ISP consists of one AS. B and C peer
with each other in two places using BGP. Consider traffic going from A to D. B would prefer to hand
that traffic over to C on the West Coast (so that C would have to absorb the cost of carrying the
traffic cross-country), while C would prefer to get the traffic via its East Coast peering point with
B (so that B would have carried the traffic across the country). What BGP mechanism might C use,
so that B would hand over A-to-D traffic at its East Coast peering point? To answer this question,

you will need to dig into the BGP specification.

e —
ISP A

=)

C:::Eéﬁg ISP B <>
- T

ISP D

e CEAE BB FIB 2 DR — ik, CHANERARFNERAME D
o

P40. In Figure 4.42, consider the path information that reaches stub networks W, X, and Y. Based on the
information available at W and X, what are their respective views of the network topology? Justify

your answer. The topology view at Y is shown below.

% WF:
oy ey oy @
(S)®
X FT LB #0400 B W BT L2 i 40 $h A

E LS, X AREFER AC BN X A KRR —MERES, B8k wil# yIta
B8 AC HER(R) X WA IRENES, XAE SRR E2A H i S ASA F1 AS C).
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P41

P42.

P43.

. Consider Figure 4.42. B would never forward traffic destined to Y via X based on BGP routing. But
there are some very popular applications for which data packets go to X first and then flow to Y.
Identify one such application, and describe how data packets follow a path not given by BGP
routing.

% : BitTorrent CF3: 51 Skype P2P(W 45 HL 15 ) M. FH F2 /7 o
% j& BitTorrent AFILEWEEH =/ANXET 1, 2, 3 MIZME =ML W, X Y #.
1T BitTorrent ()3 A LML, ARAT T REXTSETT 2 MXTEETT 1 45 I8 B AR J5 4 X L 240
P R s X557 30 XA BRI B 28 R BIME R 45 Y REAEAT I

In Figure 4.42, suppose that there is another stub network V that is a customer of ISP A. Suppose
that B and C have a peering relationship, and A is a customer of both B and C. Suppose that A would
like to have the traffic destined to W to come from B only, and the traffic destined to V from either B
or C. How should A advertise its routes to B and C? What AS routes does C receive?

2. A NIZIEE B AL, AS-paths: A-W A1 A-V; A MiZiBE C —/NikiK: A-V.

C HUR LR AS paths : B-A-W, B-A-V fl A-V.

Suppose ASs X and Z are not directly connected but instead are connected by AS Y. Further suppose
that X has a peering agreement with Y, and that Y has a peering agreement with Z. Finally, suppose
that Z wants to transit all of Y’s traffic but does not want to transit X’s traffic. Does BGP allow Z to
implement this policy?

% BT Z MR Y FRE, Z 2R RIESS Y. EXMEL T, Y A MEERIE
HEARE M IP AT LG Z 3L, Y skl 2 RaEx M EEk. R, Wi Z Kk
BERIELY, Y W LORX Sk B8 15 FEAOE S Xe ARG, Z ¥ amiA T
SKFEIERE X s Z kL.

P44. Consider the seven-node network (with nodes labeled t to z) in Problem P26. Show the

P45.

minimal-cost tree rooted at z that includes (as end hosts) nodes u, v, w, and y. Informally argue why
your tree is a minimal-cost tree.

Ze RARTEAMAT: 2 E8F] y it x AN 14(=8+6):
z R viEd x, HFEHAN: 11(=8+3);
z EER widd x, v, HRAN: 14(=8+3+3);
z B wilEd x, v, u, HIAN: 17(=8+3+3+3). X1 Prim HEE 0] DL H A% %%
B

Consider the two basic approaches identified for achieving broadcast, unicast emulation and
network-layer (i.e., router-assisted) broadcast, and suppose spanning-tree broadcast is used to
achive network-layer broadcast. Consider a single sender and 32 receivers. Suppose the sender is
connected to the receivers by a binary tree of routers. What is the cost of sending a broadcast packet,
in the cases of unicast emulation and network-layer broadcast, for this topology? Here, each time a
packet (or copy of a packet) is sent over a single link, it incurs a unit of cost. What topology for
interconnecting the sender, receivers, and routers will bring the cost of unicast emulation and true

net- work-layer broadcast as far apart as possible? You can choose as many routers as you’d like.
% WEPR:
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SrfTe 32 ASH PRI B B g T SORDE R BRI T o SRS R IE, B DU A
B FUAEIR DL — . —3EH62(2 4 4 + 8 + 16 + 32) MR X (FrLAZ I N 64). R
RIS, RIETTRE B8 NURIE ST R — MR 4T — % 5 Bt —3bF
160(5 * 32) MRS (T 160). FTA BN &R —2k, RKIETTELII—M, XFh L%
PR AR5 B (Y 4 2 R R A 1 9 AR ZE K

P46. Consider the operation of the reverse path forwarding (RPF) algorithm in Figure 4.44. Using the
same topology, find a set of paths from all nodes to the source node A (and indicate these paths in a
graph using thicker-shaded lines as in Figure 4.44) such that if these paths were the least-cost paths,

then node B would receive a copy of A’s broadcast message from nodes A, C, and D under RPF.
% WF:

The thicker shaded lines represeant
The shortest path tree from A to all
destination. Other solutions are
possible, but in these solutions, B
can not route to either C or D from A

B RIZAR T AR BTAT B AR R I B A 3R] B I e MR R ik . 23X — M,
B BiX CEUDI i

P47. Consider the topology shown in Figure 4.44. Suppose that all links have unit cost and that node E is
the broadcast source. Using arrows like those shown in Figure 4.44 indicate links over which
packets will be forwarded using RPF, and links over which packets will not be forwarded, given that

node E is the source.

2 WA
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P48. Repeat Problem P47 using the graph from Problem P26. Assume that z is the broadcast source, and

that the link costs are as shown in Problem P26.

Z: WA

-

P49. Consider the topology shown in Figure 4.46, and suppose that each link has unit cost. Suppose node

C is chosen as the center in a center-based multicast routing algorithm. Assuming that each attached
router uses its least-cost path to node C to send join messages to C, draw the resulting center-based
routing tree. Is the resulting tree a minimum-cost tree? Justify your answer.
Zr AEYIE I E T IR IO T PN 2 T RO i AR R IR 7 KO A R C AHIE, B AT C Al
%, E M CHIi%E, F M C HE@ L EHAME). D@L E %S C, G@id D, E #H#F C,
IX AN T 8 A SR R v S S R R AR 9 P A AR S AN R

P50. Repeat Problem P49, using the graph from Problem P26. Assume that the center node is v.
B AERTGE ) B b SR R 96 T R 3 T el 1 AR OB IE R T TN ¢ AT v AHBE, u A v AHE,
w Al v AHEE, x Ml v FEER R BLEARE) . z M x B R vo XNE T A0 AL s A
S R B A B A B e AN TR Y

P51. In Section 4.5.1 we studied Dijkstra’s link-state routing algorithm for computing the unicast paths
that are individually the least-cost paths from the source to all destinations. The union of these paths
might be thought of as forming a least-unicast-cost path tree (or a shortest unicast path tree, if all
link costs are identical). By constructing a counterexample, show that the least-cost path tree is not

always the same as a minimum spanning tree.

e XML Dijkstra SERCIRASIEBEFIEAT, A SZURTT 15 S AR S 4% 21 T AR I 1)
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29 AC, AB A BD RILE %% 20, /M ERMM I N AB, BD A1 DC, #iE%h N 11.

e

P52. Consider a network in which all nodes are connected to three other nodes. In a single time step, a
node can receive all transmitted broadcast packets from its neighbors, duplicate the packets, and
send them to all of its neighbors (except to the node that sent a given packet). At the next time step,
neighboring nodes can receive, duplicate, and forward these packets, and so on. Sup- pose that
uncontrolled flooding is used to provide broadcast in such a network. At time step t, how many
copies of the broadcast packet will be transmitted, assuming that during time step 1, a single
broadcast packet is transmitted by the source node to its three neighbors?

e AEIRED 1 2 )5, PSR AN A B (time step) HTIAR4 T 3 A% L, 7555 = AN ] B )
B4 T 6 MBI, ARSI T BB L5 17 12 A8 UL, DURHEME . 7258 k AN TA) Bt
TR HANECH: 3 x 281, IR

O

o ® O 3

Q O Q O Q O 6

O O o b & v & b & b & D 12
cloXoReloNoReRoXoReRoNoXeRoXoRo e NoRoRo Yo Xo o Ne. 24
48

P53. We saw in Section 4.7 that there is no network-layer protocol that can be used to identify the hosts
participating in a multicast group. Given this, how can multicast applications learn the identities of
the hosts that are participating in a multicast group?

Z A USRS AE R . R, — AN SRR R AT RE 2 FHSE T 22 0 S S S g
f 2R R 2 R E B S 3

P54. Design (give a pseudo-code description of) an application-level protocol that maintains the host
addresses of all hosts participating in a multicast group. Specifically identify the network service
(unicast or multicast) that is used by your protocol, and indicate whether your protocol is sending
messages in- band or out-of-band (with respect to the application data flow among the multicast

group participants) and why.
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B MR SO VERTATAL B B T RS BRI B OB Z B, A A
LR P 05— A RS, LT A5 e — ML 27 3 9% R B
ML inband([F)— S8 ) A7 SRRIEARSCEL, BRI B T AL B RS
AL IR 2 | A5 (in-band signaling) 41 Y 953 FUFI 7 4 0 SUBLA,
519 T AT SR

P55. What is the size of the multicast address space? Suppose now that two multicast groups randomly
choose a multicast address. What is the probability that they choose the same address? Suppose now
that 1,000 multicast groups are ongoing at the same time and choose their multicast group addresses
at random. What is the probability that they interfere with each other?

% —IA32 -4 =28fU T T 2 RdE, 2 R HbE (A N = 228,
P 2 A AL AR [F] B ML AR 2 0

1
—=2728=373x107°
N

1000 /> 2 Fl ZH 15 £ AR [ L Ik AR 20 -

N><(N—1)><(NN—wZO)Ox-~><(N—999):(1 ;>< 2)...<1_@>

R N AR, 20 X 2 2 o 22, B SN

) <1+2+---+999)_1 999><1000_0998
N B 2N e
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P1.

P2.

P3.

Chapter 5 The Link Layer: Links, Access Networks, and
LANs

Suppose the information content of a packet is the bit pattern 1110 0110 1001 1101 and an even
parity scheme is being used. What would the value of the field containing the parity bits be for the
case of a two-dimensional parity scheme? Your answer should be such that a minimum-length

checksum field is used.

% T, B ARG AT R R

_ RO R
o R
©COR
[ =
[ I =R

110 00
Show (give an example other than the one in Figure 5.5) that two-dimensional parity checks can
correct and detect a single bit error. Show (give an example of) a double-bit error that can be
detected but not corrected.
Zre R, BT B A AR B8 4 FE (two-dimensional parity matrix) /g :

0000
1111
010 1
1010
H Az T Q3)MIME T 1 A2 T 0, WIER =47 55 =51 1A AF (RS 06 AL A 858 1) (22 22 8 vl Al T 24
1E), ik
0000
1101
010 1
1010

BB AT A, B AT = A N R R . S AT R AR I R IR Y,
(B 55 —HANEE =5 1 A AR I A 2 B R A, (HIRATTASBEAS I H A R A B AR — AT (AT AR
EAREAIE, BT DU I 2 L8, (R TVERE i e AL BRI ED L I F

0000
1001
0101
1010

EREA M A IE— oy A — LURp RO 8F IR, ARl — 4

R bR, AR TR,
SR TR A R R ANRE A IE .
Suppose the information portion of a packet (D in Figure 5.3) contains 10 bytes consisting of the
8-bit unsigned binary ASCII representation of string ‘“Networking.” Compute the Internet

checksum for this data.
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P4.

& R
01001100 01101001
+01101110 01101011

10111010 11010100
+00100000 01001100

11011011 00100000
+01100001 01111001

00111100 10011010 (overflow, then wrap around)
+01100101 01110010

10100010 00001100
FOH S S BRI B B WA 96 A1 01011101 11110011

Consider the previous problem, but instead suppose these 10 bytes contain
a. the binary representation of the numbers 1 through 10.

b. the ASCII representation of the letters B through K (uppercase).

c. the ASCII representation of the letters b through k (lowercase). Compute the Internet checksum
for this data.

Zeoa WWHEBEENEIGA, 816 LLRFME MR LT
00000001 00000010

00000011 00000100

00000101 00000110

00000111 00001000

00001001 00001010

00011001 00011110
A A% 4: 11100110 11100001 .

b. AT WHHEKREFEEB 2| K RIS, AR LG 16 36 Rk k
01000010 01000011

01000100 01000101

01000110 01000111

01001000 01001001

01001010 01001011

10011111 10100100
FRASA: 01100000 01011011
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Ps.

P6.

P7.

P8.

c. NTUHE/NGTEEb 3 k B, FATEX LA 16 2| Zom k.
01100010 01100011
01100100 01100101
01100110 01100111
01101000 01101001
01101010 01101011

00000000 00000101
MRS A: 11111111 11111010,

Consider the 7-bit generator, G=10011, and suppose that D has the value 1010101010. What is the
value of R?

% FRATH A %2 5170 (generator)G=10011 Z:FRE20 R I LLAFD % 2* = 10101010100000,
11492/ 1011011100, AR R=0100, th4M G=10011 /&HREK) CRC-4-ITU.

Consider the previous problem, but suppose that D has the value
a. 1001010101.

b.0101101010.

¢. 1010100000.

% a. FAMEHIE 1000110000, LI AER = 0000;

b. FAEHIR 010101010101, LLEAKR = 1111;

c. TAEEIE 1011010111, PALRHER = 1001.

In this problem, we explore some of the properties of the CRC. For the generator G (=1001) given
in Section 5.2.3, answer the following questions.

a. Why can it detect any single bit error in data D?

b. Can the above G detect any odd number of bit errors? Why?

Zoa AR, RS | AN (flipped) T, i R0 < i < d4+r—1, FHHMK
E AR LA ZE S 0 Eb4% (assume that the least significant bit is Oth bit). — ™ B ) b 4R
EMEEZMEIEZK =D x 2" XOR R + 2i. Wiig W, WRKENH KRG, REAER
0. — &M &, W G R 2D EFA LR 1, A4 B LA S RS 2 A0 H >R (In general,
if G contains at least two 1’s, then a single bit error can always be detected.).

b. The key insight({[1%% /7 B %) here is that G can be divided([%) by 11 (binary number), but any
number of odd-number(#F %) of 1's(?)(— A LLAFIHE %) cannot be divided by 11. Thus, a
sequence (not necessarily(EL[1]) contiguous(2FIT 1)) of odd-number bit errors(7F 4 LA 1) 22
%) cannot be divided by 11, thus it cannot be divided by G.

KHE R G ReE R ERIA 11 8RR, HRAREFEC R 2RI | AR 11 BB, L,

—NA LR R LA S AN BE R 11 BB, DB AR G 5.

In Section 5.3, we provided an outline of the derivation of the efficiency of slotted ALOHA. In this
problem we’ll complete the derivation.

a. Recall that when there are N active nodes, the efficiency of slotted ALOHA is Np(1- p)N-1.
Find the value of p that maximizes this expression.
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Po9.

b. Using the value of p found in (a), find the efficiency of slotted ALOHA by letting N approach
infinity. Hint: (1 - 1/N)N approaches 1/e as N approaches infinity.
% oa. HEERBL ALOHA [R5 A: E(p) = Np(1 —p)V=1, X HHTR S 155 K.
E'(p)=NA-p" '+Npx(N-1)x(1-p"?x(-1)
=N -p)"?[(1 —p) —p(N — 1] = N(1 - p)"?(1 - pN)

EEE'(p) = Oﬁffg}p = %Eﬂ‘ﬁ‘E(p)maxo

b. Hia W3 %p = LA

Lo
ER)mae = Nx 3 x (1= V1 = %
N

By

1im(1—l)N 1 1im(1—l) =1

N-o N e N-w N
L,

E(Pmax ==

Show that the maximum efficiency of pure ALOHA is 1/(2¢). Note: This problem is easy if you
have completed the problem above!

% 4l ALOHA ", E(p) = Np(1—p)2®=b, Il

E(P)=N-1-p)*" D +Np-(1-p)*"3-(-1)- (2N -2)

=N(1-p)*3[1 —p) - (2N - 2)p]

LE(p) =0, fffIp = WAE@H:

E' Nt (1 - )2(N_1) - 1 L yevar
(PImax =N 55— 2N —1 =av—2 U=y =7
1 11 1
) ) s L1 2N-1 _ 2.2
p B (p)max = |im oo (=55 2 e 2e

P10. Consider two nodes, A and B, that use the slotted ALOHA protocol to contend for a channel.

Suppose node A has more data to transmit than node B, and node A’s retransmission probability
pA is greater than node B’s retransmission probability, pB .

a. Provide a formula for node A’s average throughput. What is the total efficiency of the protocol
with these two nodes?

b. If pA=2pB, is node A’s average throughput twice as large as that of node B?Why or why not?
If not, how can you choose pA and pB to make that happen?

c. In general, suppose there are N nodes, among which node A has retrans- mission probability 2p
and all other nodes have retransmission probability p. Provide expressions to compute the average

throughputs of node A and of any other node.
% oa. R A P E I I B ALOHA A0, A fEfEH, B AELHIM A %
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P11.

P12.

i <YSF
E(pa) = pa(1 —p5)
A, B AT A
E(p) = E(pa) + E(pg) = pa(1 —pg) + ps(1 — pa)

b. Hp, = 2ppit, A FIFHFHZEA:

E(p4) = 2pp - (1 — pp) = 2pp — 2ps°
B K2R

E(pp) = pp* (1 — 2pp) = pp — 2pp°
BN A MR B2 15, N TH2E: E(pa) = 2E(pp), A

pa(1 = pp) = 2pp(1 — p)fT
_ 2pp
bPa = ﬁ

c. A MFEMEEA: 2p-(1—p)V 7, HEWAELEAN: p-1-p)V2-(1-2p),

Suppose four active nodes—nodes A, B, C and D—are competing for access to a channel using
slotted ALOHA. Assume each node has an infinite number of packets to send. Each node attempts
to transmit in each slot with probability p. The first slot is numbered slot 1, the second slot is
numbered slot 2, and so on.
a. What is the probability that node A succeeds for the first time in slot 5?
b. What is the probability that some node (either A, B, C or D) succeeds in slot 4?
c. What is the probability that the first success occurs in slot 3?
d. What is the efficiency of this four-node system?
% oa. HUBUE a 9 RS LA R (slot) B INAR 4 R, AERTIUAN 1Y 5 A A EAL S I HAE
BRATRRAA A BTN SR . P(AFZRIE—DIBRN A I, &
TR R BLI T B A LHARRAE BT 6%, B, C, D BAEAEs, W
P(A) =pA1-p)(A-p(A-p) =p1-p)°
PR e T SR A -
A-p@A)*-PA=0Q-p-A-pH*p-1-p)°
b. HII B ALOHA I5E 3, A, B, C, D DAY s s IR O E S 2 —FE ¥, Ap(1 — p)3 ).
p(A,B,C, D AT — N1 AUTERT PR 4 LR ) = 4p(1 — p)®
(B & PUAS A ELF )
c. HI b AR S — NN BRI I A4p(1 — p)3, HARMUEA N1 — 4p(1 — p)3,
T 55 = AN I B S S D SR CE T S I R AR S AR I, A8 55 = AN I B i B o DU SRR 2
N:
(1—4p(1 - p)*)*-4p(1 - p)®
d. 2% = p(FERCEAH MTEN BRI T) = 4p(1 — p)*

Graph the efficiency of slotted ALOHA and pure ALOHA as a function of p for the following
values of N:

a. N=15.

b. N=25.

c. N=35.

% WHE:

97



RN IR G 2B BR 74 T K 27

Pure ALOHA
02
018
- —= 15
g w— = 25
L] M= 35
T o
=
w
]
o L B 04 o6 oo 1
probability
Slotted ALOHA
04
0.35
03
>
E 025 —l= 15
< —l] = 25
% e N=35
T 0.15
0.1
0.05
o
0 0.2 04 06 0.8 1
probability

P13. Consider a broadcast channel with N nodes and a transmission rate of R bps. Suppose the
broadcast channel uses polling (with an additional polling node) for multiple access. Suppose the
amount of time from when a node completes transmission until the subsequent node is permitted
to transmit (that is, the polling delay) is dpq. Suppose that within a polling round, a given node is

allowed to transmit at most Q bits. What is the maximum throughput of the broadcast channel?
2 AR RS E 1 H K FE (The length of a polling round) Bl N A5 S48 Bl Z2E, A:

(FAIIAE + B IR IE) = N- G + dpon)» 5 METFMESEA NQ HEF IS R K
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Rk

NQ R
dpoll "R
Q

N-@td) 14

P14. Consider three LANs interconnected by two routers, as shown in Figure 5.33.

L

Subnet 1 Subnet 3

Subnet 2

Figure 5.33 ¢ Three subnets, interconnected by routers

a. Assign IP addresses to all of the interfaces. For Subnet 1 use addresses of the form
192.168.1.xxx; for Subnet 2 uses addresses of the form 192.168.2.xxx; and for Subnet 3 use
addresses of the form 192.168.3.xxx.

b. Assign MAC addresses to all of the adapters.

c. Consider sending an IP datagram from Host E to Host B. Suppose all of the ARP tables are up
to date. Enumerate all the steps, as done for the single-router example in Section 5.4.1.

d. Repeat (c), now assuming that the ARP table in the sending host is empty (and the other tables

are up to date).
;%:::: a, b ﬁ[]—l::

99



RN IR G 2B BR 74 T K 27

P15.

| C'I E1
192.168.1.001+ |

D0-00-00-00-00-00- (J192 188 20014 102 16830000  —
444444 44 44 440 77 777717

LAN: Y I Rauter 1+ B I,./;_,al},[, Y I: RJ:IL‘b:‘.rl-:I II; L."-'!.T_;\'-I

A, 4 II. / 1 I

192.168.1.002+ 19216820020 ¢ 192.1682.003. — N
RRADDND BBHBBI] 3585555555 192.1683.0020 ~T—

§E-BE-EB-BR-BE-BEv
i

192168100 192 168.2.004-
2.168.1.003+ Dv | 66-66-66-66-66.
11-11-11-11-11-11+ 192.168.3 003+ F.

£9-09-99.55-20.90.

c. B TN E R RRIEIXA 1P F 4 512 0% i 31 2% th #8482 11 192.168.3.002;
BEB: EN E LGRS A& — A LUK Wi 4 2 (Ethernet packet), FLNATHA MAC A
88-88-88-88-88-88;

B0 B Ay 2 BB A B A FLAR B TP Bl . XA % R 2% 10 R e XA
BRI % 1) 192.168.2.002;

HUUL . RIGEH S 2 @i S8 IP N 192.168.2.003 #E 11 K% — LUK WIEHEM, ZEH
J8 MAC il 55-55-55-55-55-55 H H ) MAC #hihik 2y 33-33-33-33-33-33.

B XS E-ERFEEPIXA S HRE T FEHB.

d. FHLE DLAE L 2 1 192.168.3.002 1) MAC Hhik, PR e F—AN #E  DUK IR 1%
—/N ARP W3R/ 4H . BEHIEE 2 B BIXA S 4 0F B 0L E R iE—A ARP MIRLr 4. X
A ARP Wi N 43 2L A 4% AE — AN H (1 MAC bk Ny 77-77-77-77-77-77 (DA K i

Consider Figure 5.33. Now we replace the router between subnets 1 and 2 with a switch S1, and
label the router between subnets 2 and 3 as R1.

a. Consider sending an IP datagram from Host E to Host F. Will Host E ask router R1 to help
forward the datagram? Why? In the Ethernet frame containing the IP datagram, what are the
source and destination IP and MAC addresses?

b. Suppose E would like to send an IP datagram to B, and assume that E’s ARP cache does not
contain B’s MAC address. Will E perform an ARP query to find B’s MAC address? Why? In the
Ethernet frame (containing the IP datagram destined to B) that is delivered to router R1, what are
the source and destination IP and MAC addresses?

c. Suppose Host A would like to send an IP datagram to Host B, and neither A’s ARP cache
contains B’s MAC address nor does B’s ARP cache contain A’s MAC address. Further suppose
that the switch S1’s forwarding table contains entries for Host B and router R1 only. Thus, A will
broadcast an ARP request message. What actions will switch S1 perform once it receives the ARP
request message? Will router R1 also receive this ARP request message? If so, will R1 forward the
message to Subnet 3?7 Once Host B receives this ARP request message, it will send back to Host A
an ARP response message. But will it send an ARP query message to ask for A’s MAC address?
Why? What will switch S1 do once it receives an ARP response message from Host B?

ia Ax. EERATHLF K IP MR TRIATL, 282 &K F /£ F— R (LAN),
PRI E A2 R 8% 25 R1 RIS Hdla i .

M E | F {5 AR WA 47 -
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P16.

P17.

J5 MAC A1 IP ik J& 301 E ) MAC #uhi A1 IP #idik, H 59 MAC 1 1P #ihik /& EHL F 1 MAC
kA0 1P Hudk

b. E A KI%E ARP 53K L E415E B () MAC Mk, PUNEAIAER—4 LAN. E RFE#HE
B ] TP Huhik RIAT R Bh R IX A TP FdE R . E M) R1 KIE R DUOKIALTE

U5 IP=E ) IP Hudik, H IP=B [ IP Hikik, J5 MAC Hilik=E ) MAC #ilik, H# MAC Hisik
=B% 1 3T 3 810 MAC Motk

c. HAZHAL ST HUE]— H b & T #E b bk ARP Wil , S1 2@ & pr i D §E &
EANPAKRM JE H S8 ATETM 1, T 1 SRR S1. 485 ST SR HEt kR,
KHaE— NI AMKHE.

S, BEHEE S2 R FIX AN ARP W5 RIS, I H S2 2B IXMER AR EHITH
AR

B N Ki% ARP i RIFSCKHI A B MAC bk, RORIXAHBERETET A K ARP iR
e,

— BAZHHL ST 42U T B Bma AR SC, B e R E T — AN B % H, AEE
FEXAN LR, O E P ENL A FIVRENL B 7E R 2882 (R A A1 B A2 [FIFER) LAN
OCEY).

Consider the previous problem, but suppose now that the router between subnets 2 and 3 is
replaced by a switch. Answer questions (a)—(c) in the previous problem in this new context.

B FATETR 2 FI7 I 3 Z (A A bl a4 09 S2, BIAET-W 2 A1 3 22 [ (1 % b #s e y 52
#Hel 82,

a. A EStEENLF I IP BRI ATE, JFH 223 F /R —A LAN W E. ik, E
AN 82 KIS, B FF LKW

J5 1P HhhE=E ¥ 1P Hhhk, H (% 1P Hihk=F ¥ IP Hhhk, ¥ MAC #hit=E ) MAC #htk, H¥
MAC Hihit=F ] MAC Hihik .

b. i, BN E TREMIE B ) MAC ik, fEXMIEHT, E2KIE—A ARP W R4HH
H I MAC k2 fitbdik . X ANE R H S HAL S1 FR) 4k, w4 EHL B 3.
E RIEF| S2 (1)LLK ML 5

J5 1P Hihilb=E ) IP ik, H IP Huhib=B 1) 1P #hhik, J8 MAC Hihib=E () MAC #ilik, H
MAC Hbtib=]"4FH1hk: FF- FF- FF- FF- FF- FF.

c. HATHML ST BT H]—AH ) MAC bk Ay S bk iy, ek & i Py e D 3 R
EANDRM I He =8 AET M 1, 7 1 SRS #L S1(And it learns that A resides on
Subnet 1 which is connected to S1 at the interface connecting to Subnet 1). #RJ5 S1 & H i H %
KE, RPEE—ANENL A K% HERI entry).

R, SN S2 WYL EIIXAS ARP 1RO H. S2 K BT 0 fR X AR L.
B A& K% ARP i RIFSCKHI A # MAC Hilit, FUNEREEE A G RTCH.

—H ST 8K 3| B M R SC, B R LN —A 0L B % BRI, REHKiZ
PORMIZEFE, BTN A R B A5 54 A 8 DHIE R LAN PEE.

Recall that with the CSMA/CD protocol, the adapter waits K ¢ 512 bit times after a collision,
where K is drawn randomly. For K = 100, how long does the adapter wait until returning to Step 2
for a 10 Mbps broadcast channel? For a 100 Mbps broadcast channel?

2. TERC %% (adapter) A 1B WK - 512 = 100 - 512biti[A]. 24 R=10Mbps I,
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P18.

P19.

5.12 X 10%*bits

10 x 105hps
2 R=100Mbps I}, ZEF5 A 512p msec.
Suppose nodes A and B are on the same 10 Mbps broadcast channel, and the propagation delay

= 5.12msec

between the two nodes is 325 bit times. Suppose CSMA/CD and Ethernet packets are used for this
broadcast channel. Suppose node A begins transmitting a frame and, before it finishes, node B
begins transmitting a frame. Can A finish transmitting before it detects that B has transmitted?
Why or why not? If the answer is yes, then A incorrectly believes that its frame was successfully
transmitted without a collision. Hint: Suppose at time t = 0 bits, A begins transmitting a frame. In
the worst case, A transmits a minimum-sized frame of 512 + 64 bit times. So A would finish
transmitting the frame at t = 512 + 64 bit times. Thus, the answer is no, if B’s signal reaches A
before bit time t = 512 + 64 bits. In the worst case, when does B’s signal reach A?

% fEt = ORFZI A JFUffE 4, 7Et = 5760 % A 5e itk . TEEIRMIEN T, B fEt = 324K
ZIT AR, XA TEIFIGE 2 A B — AN URREAT 4 B BIHT— DM %o £ER ()t = 324 +
325 =649, B I —AMHFFRIAENL A. BIH649 > 576, A fERIIZE| B LA e C
25T . Bk A SRRV EEE R R R A R AR, TR TE R T A%
i o

Suppose nodes A and B are on the same 10 Mbps broadcast channel, and the propagation delay
between the two nodes is 245 bit times. Suppose A and B send Ethernet frames at the same time,
the frames collide, and then A and B choose different values of K in the CSMA/CD algorithm.
Assuming no other nodes are active, can the retransmissions from A and B collide? For our
purposes, it suffices to work out the following example. Suppose A and B begin transmission at t =
0 bit times. They both detect collisions at t = 245 bit times. Suppose K, = 0 and Kz = 1. At
what time does B schedule its retransmission? At what time does A begin transmission? (Note:
The nodes must wait for an idle channel after returning to Step 2—see protocol.) At what time

does A’s signal reach B? Does B refrain from transmitting at its scheduled time?

e W ER:

IS IE], FAF

0 A Il B T a6 t& 4

245 A FI1 B &I 21l

293 A FI B 52 T BLEEMS 5 &4

293+245=538 B i o — R RE A, A IR REIEE N

538+96=634 A FFaEE

293+512=805 B B3RS 3, B 96 HuAF A I BT BIE 1E 2 N
A REHEAT 5

634+245=879 A WL R 2R B

P20.

In this problem, you will derive the efficiency of a CSMA/CD-like multiple access protocol. In
this protocol, time is slotted and all adapters are synchronized to the slots. Unlike slotted ALOHA,
however, the length of a slot (in seconds) is much less than a frame time (the time to transmit a
frame). Let S be the length of a slot. Suppose all frames are of constant length L = kRS, where R
is the transmission rate of the channel and k is a large integer. Suppose there are N nodes, each

with an infinite number of frames to send. We also assume that dprop < S, so that all nodes can
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detect a collision before the end of a slot time. The protocol is as follows:
« If, for a given slot, no node has possession of the channel, all nodes contend for the channel; in
particular, each node transmits in the slot with probability p. If exactly one node transmits in the
slot, that node takes possession of the channel for the subsequent k — 1 slots and transmits its
entire frame.
* If some node has possession of the channel, all other nodes refrain from transmitting until the
node that possesses the channel has finished trans- mitting its frame. Once this node has
transmitted its frame, all nodes contend for the channel.
Note that the channel alternates between two states: the productive state, which lasts exactly k
slots, and the nonproductive state, which lasts for a random number of slots. Clearly, the channel
efficiency is the ratio of k/(k + x), where x is the expected number of consecutive unproductive
slots.
a. For fixed N and p, determine the efficiency of this protocol.
b. For fixed N, determine the p that maximizes the efficiency.
c. Using the p (which is a function of N) found in (b), determine the efficiency as N approaches
infinity.
d. Show that this efficiency approaches 1 as the frame length becomes large.
Z:oa WY A—ANBENRR, RN BRI B, BRRIRIEA I BT AR A AR
2, N
P(Y=m)=B1-p""

Rt —AN U A, BMENL/B, IR EREE N X=Y -1, W:

x = E[X] = E[Y — 1] =ﬂ

B=Np(1-p"*

1-Np(1-—p)"*

PLx =
PiEkx Np(1 —p)V-?
M 2F k — k
XJZK_k+x‘k+1—1\1p(1—p)N-1
Np(1—p)N-?

b, SRECRBREN TR x Kf/ME, BRISRBATERE . AT 125 2] Al 1R1E BHAS
KIERIZFAFRE: p=1/N.

c. FrkA:
N k
MR = 1
1—(1—)N1
k +________Ily____
1-pt
. k _ k
$§§o”&$_k+1—1/e k+e—1
1/e

d. SR, Mk o oolff, — #ET 1.

k+e—1

P21. Consider Figure 5.33 in problem P14. Provide MAC addresses and IP addresses for the interfaces
at Host A, both routers, and Host F. Suppose Host A sends a datagram to Host F. Give the source
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and destination MAC addresses in the frame encapsulating this IP datagram as the frame is
transmitted (i) from A to the left router, (ii) from the left router to the right router, (iii) from the
right router to F. Also give the source and destination IP addresses in the IP datagram

encapsulated within the frame at each of these points in time.

. WK
1
co | E.
111.111.111.001
D0 - C00= O O O (e 122222 222 001 133,333 335000
44-94-34-44-4444. 77.77- 77777777
[ LAN. N']—[ Reuter 1+ { LAN Router 2+ :I /' LAN.
\ |. / | JI|
A AR T IR RE AN N 122222 222,002 A 122,230 292 003 AN y
T 333797379777, 33-33-33.33.33-330 ] 55-55-35-55-350 1333333350020 ™ —
" BE-85-85-83-85-80. ’7

E [ 122230 202 04

B 111.111.111.003- D BE-66-6E-56-56-

11-11-11-11-11-11 133,333 335003 ’-IP_'L‘
00-09.09-09.95.99,

(). M A BB A

J5 MAC #uhik: 00-00-00-00-00-00, H ) MAC Hiht: 22-22-22-22-22-22; I 1P Hudik:

111.111.111.001, H# IP #hk: 111.111.111.002.

(). AZCiZ 8 2% 304 12 e 25

J5 MAC #hhit: 33-33-33-33-33-33, H ) MAC Hihk: 55-55-55-55-55-55; I 1P Hudik:

122.222.222.002, H#IP H#idik: 122.222.222.003.

(iii). ANAT 2 1 #5 3 F:

JH MAC Hbtik: 88-88-88-88-88-88, H M MAC Hhulik: 99-99-99-99-99-99; & IP Hutik:

133.333.333.002, H ¥ IP #dik: 133.333.333.003.

P22. Suppose now that the leftmost router in Figure 5.33 is replaced by a switch. Hosts A, B, C, and D
and the right router are all star-connected into this switch. Give the source and destination MAC
addresses in the frame encapsulating this IP datagram as the frame is transmitted (i) from A to the
switch, (ii) from the switch to the right router, (iii) from the right router to F. Also give the source
and destination IP addresses in the IP datagram encapsulated within the frame at each of these
points in time.

e (1) A BIIZHNL:

Source MAC address: 00-00-00-00-00-00,
Destination MAC address: 55-55-55-55-55-55;
Source IP: 111.111.111.001,

Destination IP: 133.333.333.003,

(i) AT He WL B A 12 2% FH 25

Source MAC address: 00-00-00-00-00-00,
Destination MAC address: 55-55-55-55-55-55;
Source IP: 111.111.111.001,

Destination IP: 133.333.333.003,
()M A LB 25 2 F-
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P23.

P24.

P25.

P26.

Source MAC address: 88-88-88-88-88-88,
Destination MAC address: 99-99-99-99-99-99;
Source IP: 111.111.111.001,

Destination IP: 133.333.333.003.

Consider Figure 5.15. Suppose that all links are 100 Mbps. What is the maximum total aggregate
throughput that can be achieved among the 9 hosts and 2 servers in this network? You can
assume that any host or server can send to any other host or server. Why?

e R 9+2=11 AN A LR AR 3 100Mbps KR &k 2%, BRRE R ERN:
11 X 100 = 1100Mbps #2& AJ BEH) .

Suppose the three departmental switches in Figure 5.15 are replaced by hubs. All links are 100
Mbps. Now answer the questions posed in problem P23.

2 AR TR LR 2% (hub) & — A B R pp 2R 35 (collision domain), 45 % fix KA & 100Mbps.
XL T web Al 55 dn AL AR IR 55 4% IO BERR 75 100Mbps IR FFIE & . R, W=
MR, web HR 5% ds AT R 55 4 DAARATT 5 R A% i SR Bt Akt 25, £EIX 11 Ao
RGP KBRS T & 500Mbps.

Suppose that all the switches in Figure 5.15 are replaced by hubs. All links are 100 Mbps. Now
answer the questions posed in problem P23.

Zro WIRFTH B AR AR R A, AKX 11 M RGUE AL T F — AN Xk, X REAEIX
11 Ao R G0 i KSR S & Fr itk 8 0 100Mbps.

Let’s consider the operation of a learning switch in the context of a network in which 6 nodes
labeled A through F are star connected into an Ethernet switch. Suppose that (i) B sends a frame to
E, (ii) E replies with a frame to B, (iii) A sends a frame to B, (iv) B replies with a frame to A. The
switch table is initially empty. Show the state of the switch table before and after each of these
events. For each of these events, identify the link(s) on which the transmitted frame will be

forwarded, and briefly justify your answers.

e W ER:

¥ AWM R A KR iR

B [ E Ki&—/ M THAHRAE B K| A, C, D, EFF KA LR N Z,

MAC HihbJfide
XL

AHIE E ) MAC it
bR VA e N

E [f] B [ —AMi ZHHIEHE D B | B RN A2 #1248 T
MAC Mt FFid e T B ) MAC Hihitx}
XF R 4% L4 A

Ala B RiE—Ai | ZZHEHLIABE] A | B RN A2 H AL E 42 iE
MAC HbihkFFid ke T B 1 MAC HuhiEx
X . 1 L%

B[] A [RIE —AMi | SRS AL A KA H AL E 42 iE

T A B MAC ik 5+
N F$
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P27.

P28.

In this problem, we explore the use of small packets for Voice-over-IP applications. One of the
drawbacks of a small packet size is that a large fraction of link bandwidth is consumed by
overhead bytes. To this end, suppose that the packet consists of P bytes and 5 bytes of header.

a. Consider sending a digitally encoded voice source directly. Suppose the source is encoded at a
constant rate of 128 kbps. Assume each packet is entirely filled before the source sends the packet
into the network. The time required to fill a packet is the packetization delay. In terms of L,
determine the packetization delay in milliseconds.

b. Packetization delays greater than 20 msec can cause a noticeable and unpleasant echo.
Determine the packetization delay for L = 1,500 bytes (roughly corresponding to a
maximum-sized Ethernet packet) and for L = 50 (corresponding to an ATM packet).

c. Calculate the store-and-forward delay at a single switch for a link rate of

R =622 Mbps for L = 1,500 bytes, and for L = 50 bytes.

d. Comment on the advantages of using a small packet size.

%: a. HHF—L - 8bits 15 6T E I ]

Lx8 L
128 < 103 S€¢ = Tgmsec
b. 2 L=1500 I, 2L 2E
1500
1—6msec = 93.75msec
2 L=50 itf, 7 HALISSE
50
1—6msec = 3.125msec
c.
T =L><8+5><8=L-8+40
R R
2 L=1500 I, fFfifHe A SEA:
1500 x 8 + 40
Wsec ~ 19.4u sec
2 L=50 I, fEfE RN AL
50 x 8 4+ 40

msec ~ 0.7u sec < 1u sec

d. XFTATH ATM BEHGE T 5, /ME TC K BERURAE T K P A A e A SE AR AR /DN, SR
L=1500 77, X TS ih & NS, Ho AR AR, RmE R

Consider the single switch VLAN in Figure 5.25, and assume an external router is connected to
switch port 1. Assign IP addresses to the EE and CS hosts and router interface. Trace the steps
taken at both the network layer and the link layer to transfer an IP datagram from an EE host to a
CS host (Hint: reread the discussion of Figure 5.19 in the text).

% {E£ EE i1 JIX =6 Wi N/ 245 IP il 11111111, 111.111.1.2, 111.111.1.3, P48
Huhtoh: 111.111.1/24.

fE CS #1 1IX = & f i AN 72 245 TP HuhiE >y 111.111.2.1, 111.111.2.2, 111.111.2.3. M Hhik
i 111.111.2/24,

EEREF N 1 RORR H R DR T DI BEPTAS D TP MihE: 111.111.1.0 A1 111.111.2.0.
H—MHT EEHITHFM, B =AHT CSHEITHKT M. &4 1P sk Al —4 VLAN ID #
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P29.

P30.

Ko fBE 111.111.1.0 A1 VLAN 11 #H3%, 111.111.2.0 f1 VLAN 12 #1556, XEEE R EH T M
111.111.1/24 (RS WCEE B AR I — A 802.1q IIFR%E VLAN 11, KHFM 111.111.2/24 Fj&A
MR I — > 802.1q HIARZE VLAN 12,

e EHL A E EE S TH IP 5 111.111.1.1, FHL B 7E CSHITH IP 4 111.111.2.1, A 8
B KIE—M R . EHL A B 1P BRI Ry 1111112 )R — AN, i B
) MAC Huhib25F ¥ fH 8882 R 1) MAC $bhik, 28 0 RIERRISHNm D 1. — B H 5
B RX AW, B s EERIER P MKE, %2R XARIER N ZEE D
111.111.2.0 R B F M 111.111.2/240 SR )5 #% B AKX A TP 20 i daf 2 ot ot HA 3% 3 i
1. VERPIXAMMWOLE A 802.1q MIFRZ VLAN 12, — HAZHLAE S 1 05 33X A4 i,
LA FIE X S H oy VLAN 12, A R X AN mUR 16 %) CS 31 ENL B, —
HEHL B BIEIXAM, B 26k 802.1q #7%%.

Consider the MPLS network shown in Figure 5.29, and suppose that routers RS and R6 are now
MPLS enabled. Suppose that we want to perform traffic engineering so that packets from R6
destined for A are switched to A via R6-R4-R3-R1, and packets from RS destined for A are
switched via R5-R4-R2-R1. Show the MPLS tables in R5 and R6, as well as the modified table in
R4, that would make this possible.

o WA E:
in out out
label | label| dest | interf.
in out out
label | label | dest | interf. 7 (10 [A] O in | ot out
7 A 0 12 D 0 label | label] dest | interf.
518 | Al 1 101 6] A 1
9 0
in out out A
label | label | dest | interf.
51A] 0
label | label | dest | interf. in out out
8 6 A 0 label | label | dest | inter.
6 -{A] O

Consider again the same scenario as in the previous problem, but suppose that packets from R6
destined for D are switched via R6-R4-R3, while pack- ets from R5 destined to D are switched via
R4-R2-R1-R3. Show the MPLS tables in all routers that would make this possible.

. WA
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in out out
label | label| dest | interf.
in out out
label | label | dest | interf. 3112 | D[ O in | ou out
label | label| dest | interf.
3(Df O 214 [D] 1
0
in out
label | label| dest A
21D ,
in out out
label | label| dest | interf. in out out
4 1 D 0 label | label| dest | inter.
11 12| D| 1

P31. In this problem, you will put together much of what you have learned about Internet protocols.
Suppose you walk into a room, connect to Ethernet, and want to download a Web page. What are
all the protocol steps that take place, starting from powering on your PC to getting the Web page?
Assume there is nothing in our DNS or browser caches when you power on your PC. (Hint: the
steps include the use of Ethernet, DHCP, ARP, DNS, TCP, and HTTP protocols.) Explicitly
indicate in your steps how you obtain the IP and MAC addresses of a gateway router.

%: %—#¥:. DHCP. DHCP =2 /R HZ Wi, DHCP i #fEizfi)/Z UDP #1, UDP
BHEEAEM 2% 2 1P v, BRI 3eAE UKW . ORI U B 5642 ) — 1> DHCP discover 30,
BRI LUK INE LAN |4k, #0217 DHCP fIMRS % Lyl ®], SrBcsh IREI R —A 1P,
T HARUE T 55— BhEg e bk, FIAHh DNS AR 4545 160 4 AR DL k.

B TR H i ARP ZA70146 87, R e ARP PR iER1S 56 — kg tH 28 1A DNS Ik %%
#51 MAC Hihik.

H#B: DNS. {EViM ML, W www.google.com I 75 ZLALEI TP Hhtik, iXHF] DNS.
DNS 1K Blit, #3£3] UDP, UDP ¥%:%) IP, 1P EHEFLUKWIH, (£ O&
i3S ARP HIIE T —BEE AR MAC Hiht DLk DNS JRg5 s r) 4 FREL K st Al DNS
ROCE T A RN LAN %, B P BLEE K B35 — ks th &5, FFZER% 2] DNS g5 4s.
I % 2% DNS JiR 5% 2% 2 3815 0 Ui TP Hbdik.

Hrh kB HE E 16 RS0 AS P EBE B (40 RIP A1 OSPF 25) Fll AS 2 [8]i% % (4 1S-IS Al BGP 45).
H=2P: TCP M HTTP. EAFE|M UL IP Mihl/o, VR AU AL AL HTTP R0, AT
FEREE, TELEEST TCP &R, B, BPHWIRS &G | TCP B8 itis, A5 TCP
it SYN, SYNACK, ACK ={RiEF@iER. ke X H 2 2 Fhidk #5025 DL
SRJE & HTTP i R SCF 52 TCP o, TCP FHAE2 1P 1, 1P B LUK, &4 HTTP
T R TP B 0 AR B i, X 3 A 3k — AN W S S, 12 5040 A1 a2 3 [ 817 ) L I
2k, ARSI T .
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P32. Consider the data center network with hierarchical topology in Figure 5.30.

P33.

Suppose now there are 80 pairs of flows, with ten flows between the first and ninth rack, ten flows
between the second and tenth rack, and so on. Further suppose that all links in the network are 10
Gbps, except for the links between hosts and TOR switches, which are 1 Gbps.

a. Each flow has the same data rate; determine the maximum rate of a flow.

b. For the same traffic pattern, determine the maximum rate of a flow for the highly
interconnected topology in Figure 5.31.

c. Now suppose there is a similar traffic pattern, but involving 20 hosts on each hosts and 160
pairs of flows. Determine the maximum flow rates for the two topologies.

%eoa. TAIEE IR EER IR B EHER A &, RFXF L HAL B Flik 10Gbps Vi A %
HH 7% (access-router) 1] 80 MR E, B —MULILF]10Gbps/80 = 125Mbps )4k % H 2 o
b. fEH 531 b, 47 4 ZK W IO BRARAFAE T 28— D MIEE = tier-2 B 148 Z [], A racks
1-4 1 racks 9-12 Al {5 (traffic) S L2 40Gbps. ST, 4 4 2LBERAFE T 26 AN FEE Y
A tier-2 B HI#8 2 8], M racks 5-8 Al racks 13-16 il {5 (traffic) S AL H L 40Gbps. KL, &
fI5R A ile i 2 80Gbps, T+ JREENALER [ %5 9 1Gbps.

c. /£ TOR ZE#blxf 28] 20 MR R E LI 1Gbps, KL TR EHLE LR R K
0.5Gbps.

Consider the hierarchical network in Figure 5.30 and suppose that the data center needs to support
email and video distribution among other applications. Suppose four racks of servers are reserved
for email and four racks are reserved for video. For each of the applications, all four racks must lie
below a single tier-2 switch since the tier-2 to tier-1 links do not have sufficient bandwidth to
support the intra-application traffic. For the email application, suppose that for 99.9 percent of the
time only three racks are used, and that the video application has identical usage patterns.

a. For what fraction of time does the email application need to use a fourth rack? How about for
the video application?

b. Assuming email usage and video usage are independent, for what fraction of time do
(equivalently, what is the probability that) both applications need their fourth rack?

c. Suppose that it is acceptable for an application to have a shortage of servers for 0.001 percent of
time or less (causing rare periods of perform- ance degradation for users). Discuss how the
topology in Figure 5.31 can be used so that only seven racks are collectively assigned to the two
applications (assuming that the topology can support all the traffic).

Zreoa. WSPFRIALAIUSE F AR PP 71 23— I T) R A8 T 28 DY A racke

b. PN FHFE P #075 ZE A VU rack (UM% A: 0.001 x 0.001 = 107°.

c. RERT = racks F T, J5 =/ racks F TRLBFFAMBEE, /ST = racks AT
fFo FRAMERBEES VYA rack F 2 EEROEARFIE A, DL Tl AR S AR 7 EH I 5.31 11
ah, PSR RE P 208 I AT 98 0F A RINAE FH 20U rack. M b &7y, PR
FIRE R RIS P 25 DU rack BRI TR ANEEE 0.00001 %, 3XAE 0.0001% ) E K IEH A o
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P1.

P2.

P3.

P4.

Ps.

Chapter 6 Wireless and Mobile Networks

Consider the single-sender CDMA example in Figure 6.5. What would be the sender’s output (for
the 2 data bits shown) if the sender’s CDMA code were (1, -1, 1,-1,1,-1, 1,-1)?

e X NBOHE LA o, SN dl = [1,1,-1,1,-1,1,- 1,1, XSGR FdE do O R do =
[1,-1,1,-1,1,-1,1,-1]

Consider sender 2 in Figure 6.6. What is the sender’s output to the channel(before it is added to the

signal from sender 1), Z gm?
%: E%jﬁ‘ 2 H"Jiﬁjum_ly\j: = [1y _1;11111; _1’1i1]; [ 11 _1l1’1’1l _1’1i1] °

Suppose that the receiver in Figure 6.6 wanted to receive the data being sent by sender 2. Show (by
calculation) that the receiver is indeed able to recover sender 2’s data from the aggregate channel

signal by using sender 2’s code.

e W
& IX1+(-Dx(-1D)+1x14+1x1+1x1+(-1)x(-1)+1x1+1x1 1
2: =
8
&2 IX1+(-Dx(-1)+1x14+1x1+1x1+(-1)x(-1)+1x1+1x1 1
2: =

8

For the two-sender, two-receiver example, give an example of two CDMA codes containing 1 and
—1 wvalues that do not allow the two receivers to extract the original transmitted bits from the two
CDMA senders.

e RIETT 1 (1,1,1,-1,1, -1, -1, -1), Ki&J52: (1,-1,1,1,1,1,1, 1),

Suppose there are two ISPs providing WiFi access in a particular café, with each ISP operating its
own AP and having its own [P address block.

a. Further suppose that by accident, each ISP has configured its AP to operate over channel 11. Will
the 802.11 protocol completely break down in this situation? Discuss what happens when two
stations, each associated with a different ISP, attempt to transmit at the same time.

b. Now suppose that one AP operates over channel 1 and the other over channel 11. How do your
answers change?

% a. B AP HAEIR SSID I MAC Hiuhik o — AN Bk mHELE i J0 26k (B30 10 2 iy ) K A
Horr—/> SSID AHRIBR(RIAIH H—A AP SGHK). KIKZ G, (EB Il A AP 2 [81 — 5%k
FLBERE . KN S AP K310 APL AL AP2, fBGE BTl fUF1 AP SGHG . 22 (R il i R a% — A
i, R E LR APL. SR AP2 WARILE] 1IN, B A ST AL B R X AN WA
TENLRIEG R E M. K, BN ISP 1E[FIFF 1115 18 (channel ) GE % 3147 (in parallel) T{E. A1,
PIAS ISP s L =2 m] — AN o2y . A RAEAS R X R SR L R ISPs RN m8idle, 2 R ARt
. XTF 802.11b, WHAN ISP (i KR A L4 & 11Mbps.

b. B, GRPANEANR] ISPOF H g A R M5 18 ) (P A T 4 s[RI AR B, A2k AR Al A
Rk, NA 802.11b AN ISP i KR A 1L 42 /& 22Mbps.
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Peé.

P7.

P8.

In step 4 of the CSMA/CA protocol, a station that successfully transmits a frame begins the
CSMA/CA protocol for a second frame at step 2, rather than at step 1. What rationale might the
designers of CSMA/CA have had in mind by having such a station not transmit the second frame
immediately (if the channel is sensed idle)?

%o RE L A HL A 1000 AMIEEAL i (H1 7T AE A — S8 MP3 # R B A3 ) AP). fB5E
FI4E ) HT 2 SR BB S il i, (EDRAEE S — ik i 2] — R, H2 A 2484 — A4
Mto 7 AR L, ABE RS R AT DL SR I st 15 B4 S (R AT B & i) o AE AR SR 2
B, H2 i BIEE AT, JF Fg 34 BE R BRI [E] .

PAERE L e 55— AW, HI B2 D, AE AR — BN F) (DIFS)A & b sh ki 5 —
AMie 4 H2 AT LR B RIS ARSI A NS, HI BARHEE —Ami. ik, 75 H2 AN
Rl R T, HI MiZgetEmse 1000 M. 55—J7 ., iR H1 &% 5 — Ml Z[nl 215
b, e B A REALIRGR I (A, PR YA H04 H2 Bles ZAE 5. Rt CSMA/CA
Fe T AP R B

Suppose an 802.11b station is configured to always reserve the channel with the RTS/CTS
sequence. Suppose this station suddenly wants to transmit 1,000 bytes of data, and all other stations
are idle at this time. As a function of SIFS and DIFS, and ignoring propagation delay and assuming
no bit errors, calculate the time required to transmit the frame and receive the acknowledgment.

B ANEBE WU EE 32 7T, (BUE BEBR AL HE AN 11Mbps, &5 —MEHIWI(LL W RTS
i, CTS MislkE ACK Wi Ay

GO _ 93usec. MBI I ]y LLOUSDXEOIUS _ oqsec, i L ] A

11Mbps 11Mbps

DIFS + RTS + SIFS + CTS + SIFS + FRAME + SIFS + ACK
= DIFS + 3SIFS + (3 x 23 + 751)usec = DIFS + 3SIFS + 820 usec

Consider the scenario shown in Figure 6.33, in which there are four wireless nodes, A, B, C, and D.
The radio coverage of the four nodes is shown via the shaded ovals; all nodes share the same
frequency. When A transmits, it can only be heard/received by B; when B transmits, both A and C
can hear/receive from B; when C transmits, both B and D can hear/receive from C; when D

transmits, only C can hear/receive from D.

L

Figure 6.33 # Scenario for problem P8

Suppose now that each node has an infinite supply of messages that it wants to send to each of the
other nodes. If a message’s destination is not an imme- diate neighbor, then the message must be
relayed. For example, if A wants to send to D, a message from A must first be sent to B, which then

sends the message to C, which then sends the message to D. Time is slotted, with a message

111



AL 2R G > s Bk PG T K

transmission time taking exactly one time slot, e.g., as in slotted Aloha. During a slot, a node can
do one of the following: (i) send a message; (ii) receive a message (if exactly one message is being
sent to it), (iii) remain silent. As always, if a node hears two or more simultaneous transmissions, a
collision occurs and none of the transmitted messages are received success- fully. You can assume
here that there are no bit-level errors, and thus if exactly one message is sent, it will be received
correctly by those within the transmission radius of the sender.
a. Suppose now that an omniscient controller (i.e., a controller that knows the state of every node in
the network) can command each node to do whatever it (the omniscient controller) wishes, i.e., to
send a message, to receive a message, or to remain silent. Given this omniscient controller, what is
the maximum rate at which a data message can be transferred from C to A, given that there are no
other messages between any other source/destination pairs?
b. Suppose now that A sends messages to B, and D sends messages to C. What is the combined
maximum rate at which data messages can flow from A to B and from D to C?
c. Suppose now that A sends messages to B, and C sends messages to D. What is the combined
maximum rate at which data messages can flow from A to B and from C to D?
d. Suppose now that the wireless links are replaced by wired links. Repeat questions (a) through (c)
again in this wired scenario.
e. Now suppose we are again in the wireless scenario, and that for every data message sent from
source to destination, the destination will send an ACK message back to the source (e.g., as in TCP).
Also suppose that each ACK message takes up one slot. Repeat questions (a) — (¢) above for this
scenario.
Zeoa. RKEFN 1R I/2 BB (message/ 2 slots)o
b. BATEZFA 2 RI/H (2 messages/slot) .
c. B RIEEA 1 /MR (1 message/slot).
d. (i) 1 message/slot; (ii) 2 messages/slot; (iii) 2 messages/slot;
e. (1) 1 message/4 slots
(ii) slot 1: Message A-> B, message D> C
slot 2: Ack B> A
slot 3: Ack C-> D
= 2 messages/ 3 slots
(iii)
slot 1: Message C> D
slot 2: Ack D>C, message A-> B
slot 3: Ack B> A

Repeat

= 2 messages/3 slotS

P9. Describe the format of the 802.15.1 Bluetooth frame. You will have to do some reading outside of
the text to find this information. Is there anything in the frame format that inherently limits the

number of active nodes in an 802.15.1 network to eight active nodes? Explain.
L
[ S o

P10. Consider the following idealized LTE scenario. The downstream channel (see Figure 6.20) is

slotted in time, across F frequencies. There are four nodes, A, B, C, and D, reachable from the
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P11.

base station at rates of 10 Mbps, 5 Mbps, 2.5 Mbps, and 1 Mbps, respectively, on the downstream
channel. These rates assume that the base station utilizes all time slots available on all F
frequencies to send to just one station. The base station has an infinite amount of data to send to
each of the nodes, and can send to any one of these four nodes using any of the F frequencies
during any time slot in the downstream sub-frame.
a. What is the maximum rate at which the base station can send to the nodes, assuming it can send
to any node it chooses during each time slot? Is your solution fair? Explain and define what you
mean by “fair.”
b. If there is a fairness requirement that each node must receive an equal amount of data during
each one second interval, what is the average transmission rate by the base station (to all nodes)
during the downstream sub-frame? Explain how you arrived at your answer.
c. Suppose that the fairness criterion is that any node can receive at most twice as much data as
any other node during the sub-frame. What is the average transmission rate by the base station (to
all nodes) during the sub- frame? Explain how you arrived at your answer.
Zreoa WERFESAURIERITT /LA, AR RTT EA N PRI A SRAFRSS . <A P71
B XA IX VYT AR — AN R 53 B AH 5] 5005 PR I B
b. N TIER| A, ERA T WUdE, EmEEAS T R E R ECE B %EE, M nl, n2, n3,
n4 73Hl%x A, B, C, DAREIMRNRIEE. A5,
FE—MFBRAAL 4TS A FIEHE=10t Mbits(BGE B M BRAN A 1. B, fdiE] A B
MEE(TE nl MBI )=10t nl. FKPIF, %5HiE B, C, D MHHE S ES 7N 5t n2, 2.5t n3
A 1tnd. BHUEA, n2=2nl, n3=4nl, n4=10nl. ILERCELMEFBRECH AN, W
nl+n2+n3+n4 =N, Elnl+2nl+4nl+10nl=N, HInl=N/17, HIA#H: n2=2N/17,
n3=4N/17, nd=10N/17, FrLLPHfEHNE =R

(10tnl1 + 5tn2 + 2.5n3 + tn4)/tN

_(10N+5 N 4N+1X10N)
“\q7 T X T e Xy 17
=20 o 3smp
Ty T eops

c. ik ALETNE WU BN EEE N B, C, D WM, Rk :
10tnl = 2x5tn2 = 2 X 2.5tn3 = 2 X tn4, HJ: n2 =nl, n3 =2nl, n4 =5nl
K, nl+n2+n3+n4 =N, BI nl+nl +2nl +5n1 =N, Bl nl =N/9, HZFEEFEEN:
10tnl 4+ 5tn2 + 2.5tn3 +tn4 _ E _ 2.78Mbps
tN 9
FAUR), FREFT R B, C 1 D BB B AL E AT AR 2 5, AR %
P

In Section 6.5, one proposed solution that allowed mobile users to maintain their IP addresses as
they moved among foreign networks was to have a for- eign network advertise a highly specific
route to the mobile user and use the existing routing infrastructure to propagate this information
throughout the network. We identified scalability as one concern. Suppose that when a mobile user
moves from one network to another, the new foreign network advertises a specific route to the
mobile user, and the old foreign network withdraws its route. Consider how routing information
propagates in a distance-vector algorithm (particularly for the case of interdomain routing among

networks that span the globe).
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a. Will other routers be able to route datagrams immediately to the new for- eign network as soon
as the foreign network begins advertising its route?

b. Is it possible for different routers to believe that different foreign networks contain the mobile
user?

c. Discuss the timescale over which other routers in the network will eventually learn the path to
the mobile users.

Z:oa AR H ST BE N BIR IR 2R . X & K A BE B 1A & 55 7% (Distance  Vector
algorithm)(MiN E il RGEZ A BGP #0302 70 B I HAE S 1) A fe e . BRIk, RS
BATHE, TRk BB BRI 2 A T, —Le g &SN AT RE VIR R 3 B A 1 B
58 AL 1

b. 2. DRV WETF AN N2 UM —A— N RSB S, . X FE, XA
PR 2% 1) 2% B AEREALRRIN,  TH B SMTN 28 FRike #% 2% H AT R T4 5e 2 4El

c. % HIERENE R B A AT AR IR TR IR T e AR R AR AR A I 5% 110 2 % e
AP 8] Bk

P12. Suppose the correspondent in Figure 6.22 were mobile. Sketch the additional network-layer
infrastructure that would be needed to route the datagram from the original mobile user to the

(now mobile) correspondent. Show the structure of the datagram(s) between the original mobile

dest: 79.129.13.2

permanent
address:
128.119.40.18

6 permanent address:

128.119.40.186
&M

dest: 128.11940.186

home agent ‘b@

care-of-addngss: 79.129.13.2

dest: 128.11940.186 ]

\
@ f% agent

correspondent
care-of-address: 20.20.20.2

dest: 10.10.10.1 ]

permanent address
of correspondent:
10.10.10.1

e
dest: 20.20.20.2 est 10.10.10. l nome con®

user and the (now mobile) correspondent, as in Figure 6.23.

Z: WrAE:
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P13.

P14.

a1 B 1815 4 (correspondent) 2 FE BN 1), ATA 2K 1815 & 19 BUE of 28 il (5 2 P AR
(correspondent’s home agent). X4 [l (1 FMTARER 0K 28 Je, DR R AR B A4 a8 i 7
AAREIREH AL E . B AR ISR B HAR A 815 A AR AN SN 2 [ 2
WESEHRAANGEE, ZER 6.23.

In mobile IP, what effect will mobility have on end-to-end delays of data- grams between the
source and destination?

% RNk B8l % & BB R 4 150 5% K 45 home agent, [RIT A % — 2 bb B 4300 i 348 I L
Ko SR, IS & BIF B i a (RIEE R AN I 4 AR home agent) ) ELHEIN ZE 7] g S B
b A AE B N EACER (home agent) FF 2 RS 2l B4 (0 SN IE 2480, KR AT RE AR . XX
TS TR 7 B AR ZE o VR, ()42 2% A1 75 B 0 — A P 3 AR A 2 () 2% )i 4

Consider the chaining example discussed at the end of Section 6.7.2. Suppose a mobile user visits
foreign networks A, B, and C, and that a correspondent begins a connection to the mobile user
when it is resident in foreign network A. List the sequence of messages between foreign agents,
and between foreign agents and the home agent as the mobile user moves from network A to net-
work B to network C. Next, suppose chaining is not performed, and the correspondent (as well as
the home agent) must be explicitly notified of the changes in the mobile user’s care-of address.
List the sequence of messages that would need to be exchanged in this second scenario.

B B, BRAMERAK 6.5 KR E T 8 (chaining). EiEiT A #BICEE(home agent)fi i [A]

PR EERIIETE T, R LT A H A

® BT AENA A, ABEIP AR (home agent) B B A& TEVT 7] A IR B 5 & 1 AR IR
LPERLZ R 4 A HREE I3 2 Hi bk care-of-address(COA)-

o HIYAHEE B, B ARSMBAILIUE S A MBI AAE A T,
{H5EBR BAE B JEHAE B HAEFREE M COA. Ib)aE, A MM Kk el s — s
i, XEEEIERIE T A FEE SR A COA, HRIMHIA B F&IIK &K COA.

o BITAHIEF C. C MM LALES B MBI HAAEB T,
{HSERR BAE C IEHAE C HAEFEEM COA. I, B AN K el 3] — R
REEWEANET A HEISMBAH), X RIET B h 3% 1) COA, HEIHLY
C Rl ) COA.

TERL R Ehi s ML offline(RI AT Hbhib) B (M 21E KA Bk 4%, did A, B A1 C Higsh

AR LR 1 B - RO RS D AR B, XA AURAS SOOI R, W

FAHIE A DLAME S & IR 30384k, IF HOBME & 5B 2N RITER 3 i & #3021 .

FEAMER RIS LT, R A LU A

® BN AENA A, AEEP AR (home agent) B Bl & TEVT 7] A IR B 5 & 1 AR IR
PLAERLZ R 4 A HREE I3 2 Hi bk care-of-address(COA)-

o HITAHIE| B, B ARISMBACE L ATE B N EACERAN A SN AN B 1T A
AE A T, (HSERR BAE B J3f HAE B HARFE K COA. A HHISMNERARE AT LLES R iX A?’Fy
T RHPRES, BNEAE AP T . tbfE, WEAIRE R ClR S — i, H
ity B R RSBl B % ) COA.

o BINAIE C. C LML ILE S A FEA B 1A AN ) 1T S
AEB T, {HSERR BAE C Jf HAE C HA%RFER COA. B HHISMEARE AT LLES RiX A?’Fy
T RHPRES, BONEATE B 1. tbfa, WEAER R e S — ik, H
sty C PR Bl B % ) COA.
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P15.

P16.

BB offline( R Hikih) 8L E MR B AN LS, C MR 4ERE 10 H R i -
RIS DR, XA UK AE 51 S (signaling messages) KL VE=, WHEBACHEL 2
FTERE BN WA [ A BT AN S . SRTT, J8AE VIR A ENIE RS 3 & % R 3021k .

Consider two mobile nodes in a foreign network having a foreign agent. Is it possible for the two
mobile nodes to use the same care-of address in mobile IP? Explain your answer.

Zre PN RSB A& LE U 1) [F) — N 28 B 4 28 v DU — R A fidik - care-of-address(COA) .
bR b, W COA RAMTAER ML, A4 X bbb 22— R . — BAMMARHNRE hE i %
AR B H e B BB bk, IEATE, % B B HuhlRea F ok B A& B 4Rk BUAN R
PRI T Do 5 0 1) (RS B 1 )

In our discussion of how the VLR updated the HLR with information about the mobile’s current
location, what are the advantages and disadvantages of providing the MSRN as opposed to the
address of the VLR to the HLR?

2. WK MSRN(mobile station roaming number %334 £78 7 5 i) $#2 4t 45 HLR(home
location register J-J& 7 B M &%), Joib iy {2 MSRN & 4484k, 7£ HLR H'f¥) MSRN [
E AT Fr (R — A AHLERS MSRN R A24846) . £ HLR HA7/E MSRN HIHL 3 /e H A {8 AT
DI IRAL, WA &M VLR, BTt VLR(visitor location register 17 i) 2 V3 /i 2%) A 3
HE(MTAE MSRN), A L i1 H HLR ) MSRN.,
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Chapter 7 Multimedia Networking

P1. Consider the figure below. Similar to our discussion of Figure 7.1, suppose that video is encoded at
a fixed bit rate, and thus each video block contains video frames that are to be played out over the
same fixed amount of time, A. The server transmits the first video block at t0, the second block at
t0 +A, the third block at t0+2A, and so on. Once the client begins playout, each block should be
played out A time units after the previous block.

a. Suppose that the client begins playout as soon as the first block arrives at tl. In the figure below,
how many blocks of video (including the first block) will have arrived at the client in time for their
playout? Explain how you arrived at your answer.

b. Suppose that the client begins playout now at t1 + 6. How many blocks of video (including the
first block) will have arrived at the client in time for their playout? Explain how you arrived at your
answer.

c. In the same scenario at (b) above, what is the largest number of blocks that is ever stored in the
client buffer, awaiting playout? Explain how you arrived at your answer.

d. What is the smallest playout delay at the client, such that every video block has arrived in time

for its playout? Explain how you arrived at your answer.

A

Constant bit Video
5 9 rate video reception
-E 8- transmission at client
= 77 byserver—__ | \
5 5 -
o
B 4+ IJ
o 3 )
T 2 2
> 1— -

lalal Alalalalalalalalal

ty [§

Time

Breoa. REEE AP RE ¢ 5 P HUST G380 I FLALSIU B 72 5 1 AR 8] d P9 R 2 HAk
JBC5E o PRI 58 AN Bl S22 A IR 8] ty+d) 2 T 313 LS AE I 6 RO TRIRE T8 58 = AN 7E t+2d
S5 BATMEI R AT AE B 1, 4, 5, 6 /NS Bl £E Al ATT ARk 18] 48 % e 22 1 213 1 45U
Jie

b. F P HUTIRAE t+d I ZIRR A, JF FLAUUR b 76 8 5E (KIS TR] d AR 2 B s se o RE SR — A
I 122 5 B[R] ty+2d 2 Fi BI3A AE AR IR 6 B I (B30 80 58 =N BRAE +3d 5o SRATAE
FATLLEFIEE 1 2158 6 ANBR T 55 -6 WA b 7 A AT T ) 49 7805 2 i B8 7 #e0r «

c. PAASRUSIINS B i) e KAELAT i T % P HLENERAT o 28 3, 4 DNPLBII b t,+3d 2 AT AT t+2d 2
JEEIE, DI IS B A7 2 2 P LR o 58 5 LB Bt +4d 2 HTAT t+3d 2 5 £
B, EAAEER P ILEE DO E RS 4 DRI B — k.
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d. 2 LI/ BB TN [ 2% 9 t,+3d DUEEAA ORI e i 2113

P2. Recall the simple model for HTTP streaming shown in Figure 7.3. Recall that B denotes the size of
the client’s application buffer, and Q denotes the number of bits that must be buffered before the
client application begins playout. Also r denotes the video consumption rate. Assume that the server
sends bits at a constant rate x whenever the client buffer is not full.

a. Suppose that x < r. As discussed in the text, in this case playout will alternate between periods of
continuous playout and periods of freezing. Determine the length of each continuous playout and
freezing period as a function of Q, r, and x.

b. Now suppose that x > r. At what time t = t; does the client application buffer become full?

% oa. fE—BEUN ] (playout period), ZE47 UL Q LUREAF 4G H R FEE E N rx. [Hk, 7E
Q/(r — x) WEIHBEHARNZEM X AT, —HEMXTA, NLUEFE x R Q/x b, b
H Q L4 H N e =R . Kk, freezing period B8] /& Q/x #5,

b. Zrh X Fik Q LLRFIN TRE Q/x &, $EINASM Y B-Q ELARFIS 1A (B — Q)/(x — 1), BIE

SR GRS + 23

P3. Recall the simple model for HTTP streaming shown in Figure 7.3. Suppose the buffer size is
infinite but the server sends bits at variable rate x(t). Specifically, suppose x(t) has the following
saw-tooth shape. The rate is initially zero at time t = 0 and linearly climbs to H at time t = T. It then
repeats this pattern again and again, as shown in the figure below.

a. What is the server’s average send rate?

b. Suppose that Q = 0, so that the client starts playback as soon as it receives a video frame. What

will happen?

c. Now suppose Q > 0. Determine as a function of Q, H, and T the time at which playback first
begins.

d. Suppose H > 2r and Q = HT/2. Prove there will be no freezing after the initial playout delay.

e. Suppose H > 2r. Find the smallest value of Q such that there will be no freezing after the initial

playback delay.

f. Now suppose that the buffer size B is finite. Suppose H > 2r. As a function of Q, B, T, and H,

determine the time t = t; when the client application buffer first becomes full.
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b. b £ — odd question £ F —I AT . £ —WiHFRGEE, HT x(t)<r, FT—hifs
FEE T RIRR TR 5 N 18] 2 5 B3k o PR AR i s 58 5 — i 2 )5 FRR R 22 157 1k (Thus playback will
freeze after displaying the first frame.).

c. H q)FRERZ] t ZrP XA ERE, 2 q(t) = Q I playout JFaf. FRAMEE XA v & K
A EHT/2 2 Q, PIILAE x(IIE —RIEA G HLZATA q( = Q. HKATH:

t
q® = f% sds = Ht?/2T
0
R, Ht = /2QT/H = tpht, q(t)=Q.
d. fEt=TH,q (t)=HT/2=Q, Xl It playout JF4f . W1 B J5 % A freezing, X T At = T, &
IHEHE qt+T) >0, KA

t

HT
q(t+T)=7—rt+f x(s)ds
0

t

H
>E(T—t)+f0x(s)ds

FHAB t=nT+A, 0<A<T, HRATOTUUM LTHEZ]
nHT HA?

H
q(t+T)>E(T_nT_A)+T+7

=E(T—A+A—2)
2 T
ST 2 WA T AT 0 < A< T #B2& AL
e. HAHRE0, T, BITE

H 2
q(®) =ﬁt —r(t—tp) Fortp<t<T
M t=rT/HI, q)fFH&/ME. X HStp = rT/2HE A q ('T/H) = 0, #—2mR
tp = rT/2H . WL RBIEMS FRAER ¢>T, B qt)>0. Kk, tp < rT/2H JFH
Q = r2T/8H
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f RN ARE AR R . B AR R T Z 00 B Z20his, A

H ,2QT
_tz —_ t— —— | =B
2T " H

P4. Recall the simple model for HTTP streaming shown in Figure 7.3. Suppose the client application

Ps.

P6.

P7.

buffer is infinite, the server sends at the constant rate x, and the video consumption rate is r with r <
x. Also suppose playback begins immediately. Suppose that the user terminates the video early at
time t = E. At the time of termination, the server stops sending bits (if it hasn’t already sent all the
bits in the video).

a. Suppose the video is infinitely long. How many bits are wasted (that is, sent but not viewed)?

b. Suppose the video is T seconds long with T > E. How many bits are wasted (that is, sent but not
viewed)?

%:oa G XK O x-r, £ ENZ], G XA (x —r) x ERURRIF HiR 2% .

b. F S RIS A 56 BRI 8] o a0 SR S>E, BRI ZI B, S0 X 3 K 2R x-1,
RIS — IR 2 (x — 1) X E; WIR S<E, AALE E B ZI, V988 T-E PR 22 v X 3R T8
K, IRFHILLRFN: rx (T —E).

Consider a DASH system for which there are N video versions (at N different rates and qualities)
and N audio versions (at N different rates and versions). Suppose we want to allow the player to
choose at any time any of the N video versions and any of the N audio versions.

a. If we create files so that the audio is mixed in with the video, so server sends only one media
stream at given time, how many files will the server need to store (each a different URL)?

b. If the server instead sends the audio and video streams separately and has the client synchronize
the streams, how many files will the server need to store?

% oa RS TR EARME A SCFEEN: N XN = N2,

b. k55 & T EAFE SO ECEN: N4+ N = 2N,

In the VoIP example in Section 7.3, let h be the total number of header bytes added to each chunk,
including UDP and IP header.
a. Assuming an IP datagram is emitted every 20 msecs, find the transmission rate in bits per second
for the datagrams generated by one side of this application.
b. What is a typical value of h when RTP is used?
Z:oa K20 BPRI% 160+h 7, RIAR SRR A .
(160 + h) x 8
— —
b IP E#E: 20 F°75; UDP E&f: 8 “7i; RTP H{il: 12 7. h=40 777

Kbps = (64 + 0.4)Kbps

Consider the procedure described in Section 7.3 for estimating average delay di. Suppose that u =
0.1. Let r1 — t1 be the most recent sample delay, let r2 — t2 be the next most recent sample delay,
and so on.

a. For a given audio application suppose four packets have arrived at the receiver with sample
delays r4 — t4, r3 — t3, 12 — t2, and rl — t1. Express the estimate of delay d in terms of the four

samples.
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P8.

P9.

b. Generalize your formula for n sample delays.
c. For the formula in Part b, let n approach infinity and give the resulting formula. Comment on
why this averaging procedure is called an exponential moving average.
%: a. FHAWRIRTE n MRS AT,
dV =1, —t,
d® =u(r; —t3) + (1 —u)(ry — t,)
d® =u(r, —t) + (1 = W[ulrs — t3) + (1 —w)(ry — ty)]
=u(r, —t) + (1 —wuls —t3) + (1 —u?)( — ty)
d® =u(r —t) + (1 —wulr, — ) + (L = u)(r; — t3) + (1 —u)(r — t)
b. n MEAH IS AE Dy -

dm = uZ(l —w(r—t)+ 1 — W —t,)
=1

C. ﬁD‘F:

[ee)

u = ) 1
d® = mZ(l - u)’(rj - tj) = az 09(1} - tj)
=1

J=1

25 5E W BUE A R T B — AN FE A DLFR 3007 U328 (The weight given to past samples decays
exponentially.).

Repeat Parts a and b in Question P7 for the estimate of average delay deviation.

a. FvORLE n MRERICTII SRR, Fa= (r—t), W

v® =, —dP| (=0)

v® =u|A; —dP| + (1 —w)|a, —dD|

v® =u|a, —d®|+ (1 —-wpr®

uld, —d®| +ul —w|A; —d@| + (1 —w)?|a, — dD|

v® =u|p —dP|+ (1 - wr®
= uld; —dP| +ul —w|A;, —d®| +u(l —uw)?|A; —dP| + (1 —w)?|A, — dD|
=uf|a, —d®P|+ A —w|A, —d®| + (1 —ud)|A; —dP|] + (1 - w)?|a, — dD|

b. 44 n MEEAN,

n-1
p™ = uZ(l —u) YA, — O] 4 (1 — WA, — dD)

j=1

For the VoIP example in Section 7.3, we introduced an online procedure (exponential moving
average) for estimating delay. In this problem we will examine an alternative procedure. Let t; be
the timestamp of the ith packet received; let r; be the time at which the ith packet is received. Let d,,
be our estimate of average delay after receiving the nth packet. After the first packet is received, we
set the delay estimate equal to d; =1, —t;.

a. Suppose that we would like d, = (r; —t; + r, —t, +. .. + 1, — t,)/n for all n. Give a recursive
formula for d, in terms of d,_;, 1, and t,.

b. Describe why for Internet telephony, the delay estimate described in Section 7.3 is more

appropriate than the delay estimate outlined in Part a.
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%‘:: a. HH:J: I —t| + rz-tz + ...+I'n_|-tn_| = (]fl—l)dn.lv 'fﬁ)\ dn %Jj}iﬁﬁ:

n—1 T —ty
d, = dnp_1+
b. a I SE T (delay estimate) & — AN FIME, XF T BT IR AEFIE I SE, B 45 1 ARAE
MAUE . fE 7.3 TR GE TN b 45 1 fcie (0 I S8 SE R PRI AUAE AR A DA AR IR 328 Xof B S £t 00 52
M AF S 5L/ o

P10. Compare the procedure described in Section 7.3 for estimating average delay with the procedure

P11.

in Section 3.5 for estimating round-trip time. What do the procedures have in common? How are
they different?

& AR AL, AR R 2 i U BO7 PR 25 R R .
AN Z AL XS TV RTT BT, B A0 0 B T AT oA Bl e 28 0 B ] 3890 S5 2 (]
LA LA 5T I SE TN AR P BT SR AE P AN RIALES Lo DR A A I SE S s | T R
& 1 [¥] (negative).

Consider the figure below (which is similar to Figure 7.7). A sender begins sending packetized

audio periodically at t = 1. The first packet arrives at the receiver at t = 8.

Packets
generated —

1 Packets
received—

Packets
|

L4

Time

a. What are the delays (from sender to receiver, ignoring any playout delays) of packets 2 through
8? Note that each vertical and horizontal line segment in the figure has a length of 1, 2, or 3 time
units.

b. If audio playout begins as soon as the first packet arrives at the receiver at t = 8, which of the
first eight packets sent will not arrive in time for playout?

c. If audio playout begins at t = 9, which of the first eight packets sent will not arrive in time for
playout?

d. What is the minimum playout delay at the receiver that results in all of the first eight packets
arriving in time for their playout?

%eoa B2 BE TAGEMNESHN T, 9, 8, 7, 9, 8 AMEEH(slot), 8 AN ALK AE
KT 8 IR
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P12.

b. WIRAE =8 W ZITFAFER A REIZ N BIABEAT R > 95 3, 4, 6, 7, 8 4l
c. WIRAE =9 W ZITURIERG AReZi BIA BT R 2 N5 3, 6 4.
d. FEARPTA AT 8 Ao %t B REAT HETBUN 5 TR SE 2 =10,

Consider again the figure in P11, showing packet audio transmission and reception times.

a. Compute the estimated delay for packets 2 through 8, using the formula for di from Section
7.3.2. Use a value of u=0.1.

b. Compute the estimated deviation of the delay from the estimated average for packets 2 through

8, using the formula for vi from Section 7.3.2. Use a value of u=0.1.
% aflb MERW TR

ST ri—t d; 2
1 7 7 0
2 8 7.10 0.09
3 8 7.19 0.162
4 7 7.17 0.163
5 9 7.35 0.311
6 9 7.52 0.428
7 8 7.57 0.429
8 8 7.61 0.425

P13.

P14.

Recall the two FEC schemes for VoIP described in Section 7.3. Suppose the first scheme generates
a redundant chunk for every four original chunks. Suppose the second scheme uses a low-bit rate
encoding whose transmission rate is 25 percent of the transmission rate of the nominal stream.

a. How much additional bandwidth does each scheme require? How much playback delay does
each scheme add?

b. How do the two schemes perform if the first packet is lost in every group of five packets?
Which scheme will have better audio quality?

c. How do the two schemes perform if the first packet is lost in every group of two packets?
Which scheme will have better audio quality?

Breoa. AN SERT B 25% BN TE, AN T RIEINE] 5 AR RO SE, 5
AT I INE] 2 A7 AR HR TR AE

b. By S RE U HAL JEUIA R R A S Y, B AT SR 25 O NS L PRI A
SRR AR A, AR S — M7 R A& U

c. PR IIEFEMERIE, AT AR E R 0 o 4 R AR AU B
B AR, B MRS .

a. Consider an audio conference call in Skype with N > 2 participants. Suppose each participant
generates a constant stream of rate r bps. How many bits per second will the call initiator need to
send? How many bits per second will each of the other N — 1 participants need to send? What is
the total send rate, aggregated over all participants?

b. Repeat part (a) for a Skype video conference call using a central server.

c. Repeat part (b), but now for when each peer sends a copy of its video stream to each of the N —

1 other peers.
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P15.

P16.

% a (EHAN-1 M HEG, B—MHLUEE ¢ bps A% AN S5 B K (initiator) .
RAEFH IR AR RAE B ORI RS DO « 0E— N RS TR A AR —
A copy KIEFIHE N-1 M2 HE . 216 RIEE MKIESEZFENN-Dr bps, il EZ 5% 8
FA B 2(N-1r bps.

b. ARG —FE, EHAR N-1 M2 5FS, F—HEE ¢ bps Kk AR 3 Kk
(initiator). {HJ& H T ILAE RS, KEE AR EAIE G RN KA E b a0k
BANERBIMRAOEZIN2 NS 5 215 REE N RIEDEZRE NN - 1) x (N—- Drbps,
Ntz 5FBREEMNERAN-Dr+ (N—1) x (N— Dr=N(N — Drbps.

c. IR AN(N — 1)rbps.

a. Suppose we send into the Internet two IP datagrams, each carrying a different UDP segment.
The first datagram has source IP address Al, destination IP address B, source port P1, and
destination port T. The second datagram has source IP address A2, destination IP address B, source
port P2, and destination port T. Suppose that Al is different from A2 and that P1 is different from
P2. Assuming that both datagrams reach their final destination, will the two UDP datagrams be
received by the same socket? Why or why not?

b. Suppose Alice, Bob, and Claire want to have an audio conference call using SIP and RTP. For
Alice to send and receive RTP packets to and from Bob and Claire, is only one UDP socket
sufficient (in addition to the socket needed for the SIP messages)? If yes, then how does Alice’s
SIP client distinguish between the RTP packets received from Bob and Claire?

%:oa 3 AMEE - EHIRE, UDP EfEFHHM 1P bk B #sm H 5 4 — ool
(two-tuple) KA g, PIILX P4 4 kb b oxilid [/ — AN B4y,

b. /2, Alice R T#E —> UDP £457 24 . Bob fl Claire 3% A [F]ff) SSRC, LA Alice
BEE X PPN B — AN A Bk /& Alice ) SIP % ' HL/E A KW (ED SSRO)E T
Bob, WEMFUET Claire WB? 52 b, ERIEKRYFENT, Alice [ SIP %/ Ml & R A&7
k4. Alice (¥ SIP %2 ML MRHE RTCP #3245 SSRC WU 214k 4% ., tit Alice 1)
SIP % F Lk LAIX 43 RTP 434172k H Bob i& /&K H Claire.

True or false:

a. If stored video is streamed directly from a Web server to a media player, then the application is
using TCP as the underlying transport protocol.

b. When using RTP, it is possible for a sender to change encoding in the mid- dle of a session.

c. All applications that use RTP must use port 87.

d. If an RTP session has a separate audio and video stream for each sender, then the audio and
video streams use the same SSRC.

e. In differentiated services, while per-hop behavior defines differences in performance among
classes, it does not mandate any particular mechanism for achieving these performances.

f. Suppose Alice wants to establish an SIP session with Bob. In her INVITE message she includes
the line: m=audio 48753 RTP/AVP 3 (AVP 3 denotes GSM audio). Alice has therefore indicated in
this message that she wishes to send GSM audio.

g. Referring to the preceding statement, Alice has indicated in her INVITE message that she will
send audio to port 48753.

h. SIP messages are typically sent between SIP entities using a default SIP port number.

i. In order to maintain registration, SIP clients must periodically send REGISTER messages.
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P17.

P18.

Jj- SIP mandates that all SIP clients support G.711 audio encoding.

% a. LW,

b. 1EHi.

c. A, RTP i n] BUKIEAEW DR 36 15, FEEIE S WIRA 743 75,
d. A, BEATap A #) SSRC 1 .

EHi.

HiiR, Alice f87 I /2 it Ay R ER B 1) GSM. 43

R, Alice 7R 2 It 7 B USRI oKk B 48753 iy I ) & 4

. 1EHi, 5060 5 SIP (ERANG 15, & RER IR 15 W02 B i 0S5,
i B

j. HER, IX0E H.323 MR AE SIP f.

B oga oo

Suppose that the WFQ scheduling policy is applied to a buffer that supports three classes, and
suppose the weights are 0.5, 0.25, and 0.25 for the three classes.

a. Suppose that each class has a large number of packets in the buffer. In what sequence might the
three classes be served in order to achieve the WFQ weights? (For round robin scheduling, a
natural sequence is 123123123 .. .).

b. Suppose that classes 1 and 2 have a large number of packets in the buffer, and there are no class
3 packets in the buffer. In what sequence might the three classes be served in to achieve the WFQ
weights?

Zeoa. —AATRERIIT A
113112113 ...

b. WREMIUF: 113113113113 ...,

121312131213 .. A—AATEERIBAFN: 112113112

Consider the figure below. Answer the following questions:

4 7 2
5 AP s (9 ETH
(1 s iy Mo
Arrivals
A . .
: *#Time
Packet
in service e
; ; i ! *Time
t=0 t=4 t=4 t=6 t=8 t=10 t=12 t=14
Departures 1
KN

a. Assuming FIFO service, indicate the time at which packets 2 through 12 each leave the queue.
For each packet, what is the delay between its arrival and the beginning of the slot in which it is
transmitted? What is the average of this delay over all 12 packets?

b. Now assume a priority service, and assume that odd-numbered packets are high priority, and
even-numbered packets are low priority. Indicate the time at which packets 2 through 12 each
leave the queue. For each packet, what is the delay between its arrival and the beginning of the

slot in which it is transmitted? What is the average of this delay over all 12 packets?
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¢. Now assume round robin service. Assume that packets 1, 2, 3, 6, 11, and 12 are from class 1,
and packets 4, 5, 7, 8, 9, and 10 are from class 2. Indi- cate the time at which packets 2 through 12
each leave the queue. For each packet, what is the delay between its arrival and its departure?
What is the average delay over all 12 packets?

d. Now assume weighted fair queueing (WFQ) service. Assume that odd- numbered packets are
from class 1, and even-numbered packets are from class 2. Class 1 has a WFQ weight of 2, while
class 2 has a WFQ weight of 1. Note that it may not be possible to achieve an idealized WFQ
schedule as described in the text, so indicate why you have chosen the particular packet to go into
service at each time slot. For each packet what is the delay between its arrival and its departure?
What is the average delay over all 12 packets?

e. What do you notice about the average delay in all four cases (FIFO, RR, priority, and WFQ)?

Z:oa WINER:

Packet Time leaving the queue | Delay
1 0 0

2 1 1

3 2 1

4 3 2

5 5 2

6 4 2

7 6 3

8 7 2

9 8 3

10 9 2

11 10 2

12 11 3
Average Delay 1.91
b. W&

Packet Time leaving the queue | Delay
1 0 0

2 2 2

3 1 0

4 6 5

5 4 1

6 7 5

7 3 0

8 9 4

9 5 0

10 10 3

11 8 0

12 11 3
Average Delay 1.91
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c. WhE&:

Packet Time leaving the queue | Delay

1 0 0

2 2 2

3 4 3

4 1 0

5 3 0

6 6 4

7 5 2

8 7 2

9 9 4

10 11 4

11 8 0

12 10 2

Average Delay 1.91

d. trk:

Packet Time leaving the queue | Delay Note

1 0 0 WFQ

2 2 2 WFQ

3 1 0 WFQ

4 5 4 WFQ

5 3 0 WFQ

6 7 5 Idealized WFQ
scheduling

7 4 1 WFQ

8 9 4 WFQ

9 6 1 Idealized WFQ
scheduling

10 10 3 WFQ

11 8 0 WFQ

12 11 3 WFQ

Average Delay 1.91

P19.

e. HH_EAT UG DU P A SE A —FEAO O 1.91 D

Consider again the figure for P18.

a. Assume a priority service, with packets 1, 4, 5, 6, and 11 being high- priority packets. The
remaining packets are low priority. Indicate the slots in which packets 2 through 12 each leave the
queue.

b. Now suppose that round robin service is used, with packets 1, 4, 5, 6, and 11 belonging to one
class of traffic, and the remaining packets belonging to the second class of traffic. Indicate the

slots in which packets 2 through 12 each leave the queue.
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¢. Now suppose that WFQ service is used, with packets 1, 4, 5, 6, and 11 belonging to one class of
traffic, and the remaining packets belonging to the second class of traffic. Class 1 has a WFQ
weight of 1, while class 2 has a WFQ weight of 2 (note that these weights are different than in the
previous question). Indicate the slots in which packets 2 through 12 each leave the queue. See also

the caveat in the question above regarding WFQ service.

% oa N

Packet Time leaving the queue | Delay
1 0 0

2 4 4

3 5 4

4 1 0

5 3 0

6 2 0

7 6 3

8 9 4

9 7 2

10 10 3

11 8 0

12 11 3
Average Delay 1.91
b. W&

Packet Time leaving the queue | Delay
1 0 0

2 1 1

3 3 2

4 2 1

5 6 3

6 4 2

7 5 2

8 9 4

9 7 2

10 10 3

11 8 0

12 11 3
Average Delay 1.91
c. WHE:

Packet Time leaving the queue | Delay
1 0 0

2 1 1

3 2 1

4 3 2
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5 9 6
6 6 4
7 4 1
8 7 2
9 5 0
10 8 1
11 11 3
12 10 2
Average Delay 1.91

P20. Consider the figure below, which shows a leaky bucket policer being fed by a stream of packets.
The token buffer can hold at most two tokens, and is initially full at t = 0. New tokens arrive at a
rate of one token per slot. The out- put link speed is such that if two packets obtain tokens at the
beginning of a time slot, they can both go to the output link in the same slot. The timing details of

the system are as follows:

=
r= 1 tokendtlot
¥
‘3 {?:3' "::b 2 tok
— — S \ /b =2 tokens
R s [z -
s & | R 4
Arrvals | | | l i1 1 | . v e X
| e :)- bt T 3
=8 E=8E t=4 t=2 t=0 | . /f t=4 i=2 t=0
e

Packet queue
{wait for tokens)

1. Packets (if any) arrive at the beginning of the slot. Thus in the figure, packets 1, 2, and 3 arrive

in slot 0. If there are already packets in the queue, then the arriving packets join the end of the

queue. Packets proceed towards the front of the queue in a FIFO manner.

2. After the arrivals have been added to the queue, if there are any queued packets, one or two of

those packets (depending on the number of avail- able tokens) will each remove a token from the

token buffer and go to the output link during that slot. Thus, packets 1 and 2 each remove a token

from the buffer (since there are initially two tokens) and go to the output link during slot 0.

3. A new token is added to the token buffer if it is not full, since the token generation rate is r = 1

token/slot.

4. Time then advances to the next time slot, and these steps repeat. Answer the following
questions:

a. For each time slot, identify the packets that are in the queue and the num- ber of tokens in the

bucket, immediately after the arrivals have been processed (step 1 above) but before any of the

packets have passed through the queue and removed a token. Thus, for the t = 0 time slot in the

example above, packets 1, 2 and 3 are in the queue, and there are two tokens in the buffer.

b. For each time slot indicate which packets appear on the output after the token(s) have been

removed from the queue. Thus, for the t = 0 time slot in the example above, packets 1 and 2

appear on the output link from the leaky buffer during slot 0.
%‘:: a %ﬂ b ﬁl]_l:ﬁ*%
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Time Slot Packets in the queue Number of tokens in bucket
0 1,2,3 2

1 3,4 1

2 4,5 1

3 5,6 1

4 6 1

5 - 1

6 7,8 2

7 9,10 1

8 10 1
Time Slot Packets in output buffer
0 1,2

1 3

2 4

3 5

4 6

5 -

6 7,8

7 9

8 10

P21. Repeat P20 but assume that r = 2. Assume again that the bucket is initially full.
R ER:

Time Slot Packets in the queue Number of tokens in bucket
0 1,2,3 2

1 3,4 2

2 5 2

3 6 2

4 - 2

5 - 2

6 7,8 2

7 9,10 2

8 - 2
Time Slot Packets in output buffer
0 1,2

1 3,4

2 5

3 6

4 -

5 -

6 7,8
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7 9,10

P22.

P23.

P24.

P25.

Consider P21 and suppose now that r = 3, and that b = 2 as before. Will your answer to the

question above change?

e BOAAEAL, IR 21 U —FE

Consider the leaky-bucket policer that polices the average rate and burst size of a packet flow. We
now want to police the peak rate, p, as well. Show how the output of this leaky-bucket policer can
be fed into a second leaky bucket policer so that the two leaky buckets in series police the average
rate, peak rate, and burst size. Be sure to give the bucket size and token generation rate for the

second policer.

2 W, TN, r=p, b=l

r tokens/sec p tokens/sec
up to up to
b tokens 1 token
Kets remove remove to network
pac token token

HARMRZ LRSI 26 7.

A packet flow is said to conform to a leaky-bucket specification (r,b) with burst size b and average
rate r if the number of packets that arrive to the leaky bucket is less than rt + b packets in every
interval of time of length t for all t. Will a packet flow that conforms to a leaky-bucket
specification (r,b) ever have to wait at a leaky bucket policer with parameters r and b? Justify your
answer.

B A, Freo=b i, —AFAEMIE (b)) MadRA UESECN r fE[rbl2 8, SH N
A b IR M 2% AN 60 L AR A

Show that as long as r; < Rw, /(X w;), then dp,y is indeed the maximum delay that any packet in

flow 1 will ever experience in the WFQ queue.
B AT L IFUE NS ], AR Z -1(flow-1 traffic) ST ] . 4t > T/
TR — AN BT BT 8] 1) 53 A — AN ] ATy (7, €) A2 3 1 7E [, o] B Ta) Y AR 2 4L, AR

wy
Ti(z,t) = Z—W]R(t - 1)

FQ, ()T RTR-1 LENFHES % ¢ BR324 KA, BARE
Q:(t) = by +1(t — 1) — Ty (17, 0)

<b +r1(t—r)+ZM;1/_R(t—T)
J
= by + (t =Dl — Rl
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Hir < V:’;'R, 15Q.(t) < by, HIEYE-1 FELEBNI R KA b, » IXAN B R AR AR I A

LWj

"R, PRI 1 AT AT A AL IR K A

xwj

b,
A
LW

= dinax

R
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P1.

P2.

P3.

P4.

Ps.

Chapter 8 Security in Computer Networks

Using the monoalphabetic cipher in Figure 8.3, encode the message “This is an easy problem.”
Decode the message “rmij’u uamu xyj.”

% #]_ L “This is an easy problem.” 1% J5 A: “uasi si my cmiw lokngch”. #& 3 “rmij’u vamu xy;j.”
fift % J5 N “wasn't that fun”,

Show that Trudy’s known-plaintext attack, in which she knows the (ciphertext, plaintext)

translation pairs for seven letters, reduces the number of possible substitutions to be checked in the
example in Section 8.2.1 by approximately 10°.
2 R trudy FNIE T “bob” Fl“alice” 2 HILIEIR S, ARG HIE b, 0, a, 1, i, ¢, e
XA T RER B U (] J9*“bob™ A& 4k S Hh M — [ 81 3, I Ho“alice™ AN 5 A REF HLR]).
AR Trudy F13E 7 AN EAA RS0, A4 R 19 DF-RER SR &, Brbhih A & 22518
191K, TE26!. FE19INI26IANX Bl /E: 26 * 25 * 24 + --- 20 = 3315312000, KZj52 10°.

Consider the polyalphabetic system shown in Figure 8.4. Will a chosen- plaintext attack that is able
to get the plaintext encoding of the message “The quick brown fox jumps over the lazy dog.” be
sufficient to decode all messages? Why or why not?

% : “The quick fox jumps over the lazy brown dog.” X AJiEEL$E T T 376 26 4>, XA
S 6 W SO B (L A BR BB AR AR S, SN EE R S0),  BIUIUES i (Caesar cipher) 22 i - A\
1R S HIERA SO RN B % S BE. 98T, Vigenere cipher AN — EUKG—AN45 7€ 1B
SRR R R B R R G % S0 RE, Rl Vigenere cipher /N2 37 ZI# IX AN 52 1 B SC B
IR

Consider the block cipher in Figure 8.5. Suppose that each block cipher Ti simply reverses the
order of the eight input bits (so that, for example, 11110000 becomes 00001111). Further suppose
that the 64-bit scrambler does not modify any bits (so that the output value of the mth bit is equal to
the input value of the mth bit).

(a) With n = 3 and the original 64-bit input equal to 10100000 repeated eight times, what is the
value of the output?

(b) Repeat part (a) but now change the last bit of the original 64-bit input fromaOtoa 1.

(c) Repeat parts (a) and (b) but now suppose that the 64-bit scrambler inverses the order of the 64
bits.

% oa FHEDN: 00000101 EE 8 K.

b. ftE: 00000101 & 7 N - 10000101,

c. FATH(ARBRCR)R = CBA, A, B, C Z2FFH, R FREIHHEAE(inverse operation).
I

1. X T a, HitH{EA: 10100000 HE 8 IX;

2. X F b, HrH{EN: 10100001 + 10100000 FEE 7 K.

Consider the block cipher in Figure 8.5. For a given “key” Alice and Bob would need to keep eight
tables, each 8 bits by 8 bits. For Alice (or Bob) to store all eight tables, how many bits of storage
are necessary? How does this number compare with the number of bits required for a full-table 64-
bit block cipher?
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% oa 8 NMRK, BANREAE 28 MKH, B4 H 8bits.
T X BARME KN x A% H K/ = 8 x 28 x 8 = 214bits
b. 264 NEH, TBN%H 64 kR, RN 271 .

P6. Consider the 3-bit block cipher in Table 8.1. Suppose the plaintext is 100100100.
(a) Initially assume that CBC is not used. What is the resulting ciphertext?
(b) Suppose Trudy sniffs the ciphertext. Assuming she knows that a 3-bit block cipher without CBC
is being employed (but doesn’t know the specific cipher), what can she surmise?
(c) Now suppose that CBC is used with IV = 111. What is the resulting ciphertext?
%: a.100100100 ==> 011011011
b. Trudy $¢ K= W] SCH& —FERY;
c. ¢(i) = KS(m(i) XOR c(i-1))
¢(1) =KS(100 XOR 111) =KS (011) = 100
¢(2) =KS(100 XOR 100) =KS (000) =110
¢(1) =KS(100 XOR 110) =KS (010) =101,

P7. (a) Using RSA, choose p = 3 and q = 11, and encode the word “dog” by encrypting each letter
separately. Apply the decryption algorithm to the encrypted version to recover the original plaintext
message.

(b) Repeat part (a) but now encrypt “dog” as one message m.

Zia B Hp=3Hq=11,ATHETE =33 Hq=11.%E#Fe=9, H3M(p-1) x (q—1) =
20H &S, %4 d=9 e x d = 81, [Ktke xd—1 =801 LAk 20 Bk, Frid, FATATLA
M n=3, 3e=9, d=9 K#AT RSA #fk.

b. 1R
letter m m**e ciphertext = m**e mod 33
d 4 262144 25
o 15 38443359375 3
g 7 40353607 19
ciphertext  c**d m=c**dmodn letter
25 38146972265625 4 d
3 19683 15 0
19 322687697779 7 g

T TR A R FE AR Sbit BidE: 00100, 01111, 00111, SR)5RA PR 7 REE R RS
F|: 001000111100111 Jf Hi#EATIn#43 2] 10 1% m=4583. EEAFIMET m=4583 LY
AU n=33 B K., RATFZE m<n, KILFRATH p=43,q=107, n=p*q=4601,z= (p-1)(q-1) =
4452.e=61,d="73 U
= m**e mod 4601,
m**e=2138657760182805780408960215653056718861149986902978873380843880430286459
5620613956725840720949764845640956118784875246785033236197777129730258961756918
400292048632806197527785447791567255101894492820972508185769802881718983
Y= m**e mod 4601=402,
c**d=128381331361977163419571213253979328764353314748253620932840
52627930271588610123920532872496335709674931222802214538150129342
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P8.

P9.

41370540204581459871497938723214101470322779458649981794563339059
2
ZEV= m**e mod 4601=4583.

Consider RSA withp=5and q=11.

a. What are n and z?

b. Let e be 3. Why is this an acceptable choice for ¢?

¢. Find d such that de = 1 (mod z) and d < 160.

d. Encrypt the message m = 8 using the key (n, e). Let ¢ denote the corre- sponding ciphertext.
Show all work. Hint: To simplify the calculations, use the fact: [(a mod n)*(b mod n)] mod n = (a*b)
mod n.

Z: Hp=5,q=11

a.n=p*q=1>55,z=(p-1)(q-1) =40;

b. e=3 Wi R AR n /N IF HA z HOAZRELG

c. d=27.

e.m=8, me=512. ZE X c=memodn=17.

In this problem, we explore the Diffie-Hellman (DH) public-key encryption algorithm, which
allows two entities to agree on a shared key. The DH algorithm makes use of a large prime number
p and another large number g less than p. Both p and g are made public (so that an attacker would
know them). In DH, Alice and Bob each independently choose secret keys, SA and SB, respectively.
Alice then computes her public key, TA, by raising g to SA and then taking mod p. Bob similarly
computes his own public key TB by raising g to SB and then taking mod p. Alice and Bob then
exchange their public keys over the Internet. Alice then calculates the shared secret key S by raising
TB to SA and then taking mod p. Similarly, Bob calculates the shared key S’ by rais- ing TA to SB
and then taking mod p.

a. Prove that, in general, Alice and Bob obtain the same symmetric key, that is, prove S = S'.

b. With p = 11 and g = 2, suppose Alice and Bob choose private keys SA = 5 and SB = 12,
respectively. Calculate Alice’s and Bob’s public keys, TA and TB . Show all work.

c. Following up on part (b), now calculate S as the shared symmetric key. Show all work.

d. Provide a timing diagram that shows how Diffie-Hellman can be attacked by a
man-in-the-middle. The timing diagram should have three vertical lines, one for Alice, one for Bob,

and one for the attacker Trudy.

e W

Alice Bob

secrect key: Sa N

public key: Ta =(g"Ss) mod p T =(g"S) mod p
shared key: S = (Tg"Ss) mod p S'=(Ta”Sg ) mod p

a. S = (TB”SA) mod p = ((g"SB mod p)*SA ) mod p = (g"(SBSA )) mod p= ((g"SA mod p)"SB )
mod p=(TA®SB ) modp=¥S'

bHflc: p=11,g=2

Alice Bob
secrect key: SA=5 SB=12
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public key: TA=(g"SA) mod p =10 TB = (g"SB) mod p =4

shared key: S=(TB"SA)modp =1 S'=(TA"SB )modp=1
d.
Alice. Trudy- Bob.
Ta
—‘_\_\——b Ty
. P S
e

Diffie-Hellman 2> 3525 990 % 5322 AT ge b o i) N 2 il

1. XAt Trudy YE Alice % [7] Bob R S AFFE T, MIALHE Tro

2. 24 Bob &4t (1A TFE Ty, Trudy [6 Alice %% i 19 A FFAH Tre

3. Trudy f1 Alice KM% 8 Sy, Trudy 1 Bob JEZE %] Spro

4. EIRIRSHZ JG, Trudy R E %8 Sar M Spr % Alice F1 Bob Z [AJ4E K H4K 3

P10. Suppose Alice wants to communicate with Bob using symmetric key cryptography using a session
key KS. In Section 8.2, we learned how public-key cryptography can be used to distribute the
session key from Alice to Bob. In this problem, we explore how the session key can be
distributed—without public key cryptography—using a key distribution center (KDC). The KDC
is a server that shares a unique secret symmetric key with each registered user. For Alice and Bob,
denote these keys by KA-KDC and KB-KDC. Design a scheme that uses the KDC to distribute
KS to Alice and Bob. Your scheme should use three messages to distribute the session key: a
message from Alice to the KDC; a message from the KDC to Alice; and finally a message from
Alice to Bob. The first message is KA-KDC (A, B). Using the notation, KA-KDC , KB-KDC, S,
A, and B answer the following questions.

a. What is the second message?
b. What is the third message?
%: a M bW FAE:

. Bob.
Alice. KDC
KaxocfK, Kexnc(A, K}
L KaxnclA, K)-
b Bob and Alice now communicate using the .
¥ symmetric session key K. ¥
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P11. Compute a third message, different from the two messages in Figure 8.8, which has the same
checksum as the messages in Figure 8.8.
F: RN
I O U 1
9 0 . 9
0 B O B
AR IR A

P12. Suppose Alice and Bob share two secret keys: an authentication key S1 and a symmetric
encryption key S2. Augment Figure 8.9 so that both integrity and confidentiality are provided.
Z: WA

S2
l > H(.)
Kz (m,h) Ko (mh) m
; (m,h) | encription |, Decription | (m,h) Compare
m algorithm algorithm T

H() j ‘

S2

P13. In the BitTorrent P2P file distribution protocol (see Chapter 2), the seed breaks the file into blocks,
and the peers redistribute the blocks to each other. Without any protection, an attacker can easily
wreak havoc in a torrent by masquerading as a benevolent peer and sending bogus blocks to a
small sub- set of peers in the torrent. These unsuspecting peers then redistribute the bogus blocks
to other peers, which in turn redistribute the bogus blocks to even more peers. Thus, it is critical
for BitTorrent to have a mechanism that allows a peer to verify the integrity of a block, so that it
doesn’t redistribute bogus blocks. Assume that when a peer joins a torrent, it initially gets a.torrent

file from a fully trusted source. Describe a simple scheme that allows peers to verify the integrity
of blocks.

B XA R AR, X TR, THEH hash(4l MDS5 5(# SHA-1).
TR, G — XD R, BT XN hash {6 I HAS BT a.torrent SCAFHY
hash /6 ELBe. IS4 hash GRS, SANBURA . 0, XA, %
W5t

P14. The OSPF routing protocol uses a MAC rather than digital signatures to provide message integrity.
Why do you think a MAC was chosen over digital signatures?
% W BEATE-AFETIMNEFR O CA(certification authorities)$2 1 [¥) PKI(Public Key
Infrastructure). X§F OSPF &%, FTA Bt 837 /) — AN R (B4 & 1538 domain), K17 & B
AT DR S 55 R % 25 0 B0 PR % 8 (symmetric key), A~75 2 PKI.

P15. Consider our authentication protocol in Figure 8.18 in which Alice authenticates herself to Bob,
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P1e6.

P17.

which we saw works well (i.e., we found no flaws in it). Now suppose that while Alice is
authenticating herself to Bob, Bob must authenticate himself to Alice. Give a scenario by which
Trudy, pretending to be Alice, can now authenticate herself to Bob as Alice. (Hint: Consider that
the sequence of operations of the protocol, one with Trudy initiating and one with Bob initiating,
can be arbitrarily interleaved. Pay particular attention to the fact that both Bob and Alice will use a
nonce, and that if care is not taken, the same nonce can be used maliciously.)

% Bob SHIANHIE ARG X % A& Trudy i85 Alice. Bob il Alice 35— Trudy J-A%0
TE IR % 2% (secret key) Kap, Trudy A2 Bob #4585 i Alice . Trudy K Zil Bob 21k
i, Jf HAEFF Bob JT4f:

1. Bob-to-Trudy: “I am Bob”. ¥#: Bob UG INIEMRLE L, Bob X H A AUEH B S UEH4
JEtERE LA .

2. Trudy-to-Bob: “I am Alice” VFF;: Trudy JTUGLA Alice H) S iE H o

3. Bob-to-Trudy: “R”. 71B: Bob %28~ K%k —NAEEL nonce 1EANEIFL, Trudy IAEA
FITE Kap(R), PRI A AN BE A H TS o

4. Trudy-to-Bob: “R”. yE8: Trudy JL7E AT LAk 22 [R]85 — 5 Bob HJIERH, 1%+ Bob KIAM)
ANEHGEAT N, FIZE =25 Bob KIELAMHEAT N (ME—Ff .

5. Bob-to-Trudy: “Kap(R)”. ¥1B:: Bob [l HAl N, i 58 VU A5 i A& AN BB N2, 56 Bk
T E CRRER 2. Trudy SAEHTE T Kap(R)o (ER, MWEAHATE Kap)o

6. Trudy-to-Bob: “Kp(R)”. VERE: Trudy 58/ J i H CHI%EE, X T =2 Bob KiXHI R
M KasR)HFATEIFL, T Trudy X} T Bob 2 =5 & 1& B INE 1A HE 4L nonce 3347 W Y,
Bob Ht£ AN Trudy B2 Alice. (F: A INIE, %€ 53K /R authenticate [1121)1A] 4 1A £ 20)

A natural question is whether we can use a nonce and public key cryptography to solve the
end-point authentication problem in Section 8.4. Consider the following natural protocol: (1) Alice
sends the message “I am Alice” to Bob. (2) Bob chooses a nonce, R, and sends it to Alice. (3)
Alice uses her private key to encrypt the nonce and sends the resulting value to Bob. (4) Bob
applies Alice's public key to the received message. Thus, Bob computes R and authenticates Alice.
a. Diagram this protocol, using the notation for public and private keys employed in the textbook.
b. Suppose that certificates are not used. Describe how Trudy can become a
“woman-in-the-middle” by intercepting Alice’s messages and then pre- tending to be Alice to
Bob.

Zre EAMEES bR EAREMRUZANF L, W Bob AR IR N CAAER 7.14 FIHTF
gr%f Alice #4717 %5€, K Trudy AT USSR Alice F kb A% 5% oAyt sgh o 22 3 152 7 1Y)
Bob. XN AR IEEEAS & Bob B Alice T LASSSE ISR, T2 A I AR A JF 25 B
Trudy iR T .

Figure 8.19 shows the operations that Alice must perform with PGP to pro- vide confidentiality,
authentication, and integrity. Diagram the corresponding operations that Bob must perform on the

package received from Alice.

2 WK

138



RN IR G 2B R P VK

. Eﬁmﬁa{ﬁ{ml}ﬂ: Ks( ) ':Q_’ Exfe |
Ka{ Ks), Ke(tnKa (H(m)))
&S0 - .
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LR

o

Figure: Operations performed by Bob  for confidentiality, integrity, amd
authentication-

P18. Suppose Alice wants to send an e-mail to Bob. Bob has a public-private key pair Kg, Kz, and
Alice has Bob’s certificate. But Alice does not have a public, private key pair. Alice and Bob (and
the entire world) share the same hash function H(-).

a. In this situation, is it possible to design a scheme so that Bob can verify that Alice created the
message? If so, show how with a block diagram for Alice and Bob.

b. Is it possible to design a scheme that provides confidentiality for sending the message from
Alice to Bob? If so, show how with a block diagram for Alice and Bob.

Zeoa A, WEREH QI BCERAT L Z AL S, Bob ARERZSE Alice i& 1 —
R

b. JZM, Alice fUALH Bob #R AL A THE PIX Rk SCHEAT I I HAG XA I 14k SRk iE 4R
Bob.

P19. Consider the Wireshark output below for a portion of an SSL session.

G Edt Yew o Captue drahoe Staimtics Heb

ey [l W = Eqresson . Dear Aok

Mo - - Trmm ] Dvratam ot ke ':'
1 HL T LI 15N 0010 4. 1. 1. 350 el Clane e !
108 F1.000301 TIA. 7.1, 70 AW, 200, 0, 189 TRl ferver Aella,
VA P s L IR 208, 08 183 vl Cerriflcats, Server nalls bors

ALY J1o el AL T AL NI LR Ahwl Ch CIphir Lpe. RNCrypued Recdshaie mensape
134, P 1% . 200

LLA 21.981N 120, 200 0N e
- o S il Lot gy

[ Frame 111 (190 Eyimn on wirm, J00 Eyies captored)
i Brhernet 1. Srii DELEE0W (ORI0RIBDI10I80CNY). Oell Al T-+SRF-routers 08 (e0iQDcCC Il AL i)
i Tecernet Beorocel, Seon D3R TEE PROIEY (BI0. 200 08IAT), SEt0 FIE TEOLWLI30 (HG. THLEG. 2000
| Tramsslyyion Comen) Promoeal, SeC Boeyn 21T LXIMN, pan morrr Beree (A3, 3enc Foack: JTES. Lemr 304
o Bl @ okt Laned”
@ Ll decord Laywr | wgsdinbPaig wotocalr ©Hant sy [l T
contant Typei wuslakate [(F1)
Wernboar S5 10 (GeglNg)
Langnh: 153

PRl AppiCat fon Dala
Sy, e T

mindihiin Ty Client dey Ewchange [18)
wenget; 119
L) awcerd Liyetl Change Clpher fpec srotecel) Chengs Clpher Spt
comrer Typel Change Clphesr Tpec (040
verstoni T8 1.0 (Sw0300)

chirge Clpfar Epac menisge
& 18wl aecord Layer| masdibats Protocel: Emcrypted sandvhaks etsage
dantent Typei seeshbain (F1)
varsion) 5 1.0 (oegioa)
uengah: 18
rangihaks Protocs): Encrypted nesdhale el e

fd iF cl & o0 0 18 &3 a

h

[Wireshark screenshot reprinted by permission of the Wireshark Foundation.]
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P20.

P21.

P22.

a. Is Wireshark packet 112 sent by the client or server?

b. What is the server’s IP address and port number?

c. Assuming no loss and no retransmissions, what will be the sequence number of the next TCP
segment sent by the client?

d. How many SSL records does Wireshark packet 112 contain?

e. Does packet 112 contain a Master Secret or an Encrypted Master Secret or neither?

f . Assuming that the handshake type field is 1 byte and each length field is 3 bytes, what are the
values of the first and last bytes of the Master Secret (or Encrypted Master Secret)?

g. The client encrypted handshake message takes into account how many SSL records?

h. The server encrypted handshake message takes into account how many SSL records?

% oa AL client ik,

b. IP Hiik: 216.75.194.220, ifii [1°5 port: 443,

c. 283,

d. 34 SSLid*%.

e. &R, SEFZINEZER E %4 (Encrypted Master Secret)o

f. A5 be, BJE—F: 29,

g 6,

h. 9,

In Section 8.6.1, it is shown that without sequence numbers, Trudy (a woman- in-the middle) can
wreak havoc in an SSL session by interchanging TCP segments. Can Trudy do something similar
by deleting a TCP segment? What does she need to do to succeed at the deletion attack? What
effect will it have?

% B RBEAUERE SSL AT 5, BSE Trudy, —/MHIEIA, MHIBR—2% TCP #CEL
(X1 Bob A+ AW AKITE, Trudy X T A Alice KiX4T Bob FIFE /G FIEHE 7040, 38725
FF5, JEHXT Bob Kk Alice FITfN o BTG ZEH R . 45 R Bob A3 ENL 1575
b — A4

Suppose Alice and Bob are communicating over an SSL session. Suppose an attacker, who does
not have any of the shared keys, inserts a bogus TCP segment into a packet stream with correct
TCP checksum and sequence numbers (and correct IP addresses and port numbers). Will SSL at
the receiving side accept the bogus packet and pass the payload to the receiving application? Why
or why not?

% RS, PIER TR I 5E B AS X (the integrity check)(ff Fl — N L 22 (4R SC 4 I AY
MAC %%H).

The following True/False questions pertain to Figure 8.28.

a. When a host in 172.16.1/24 sends a datagram to an Amazon.com server, the router R1 will
encrypt the datagram using IPsec.

b. When a host in 172.16.1/24 sends a datagram to a host in 172.16.2/24, the router R1 will
change the source and destination address of the IP datagram.

c. Suppose a host in 172.16.1/24 initiates a TCP connection to a Web server in 172.16.2/24. As
part of this connection, all datagrams sent by R1 will have protocol number 50 in the left-most
IPv4 header field.
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P23.

P24.

d. Consider sending a TCP segment from a host in 172.16.1/24 to a host in 172.16.2/24. Suppose
the acknowledgment for this segment gets lost, so that TCP resends the segment. Because IPsec
uses sequence numbers, R1 will not resend the TCP segment.

%: a.F,

b. T,

c.To

d. F.

Consider the example in Figure 8.28. Suppose Trudy is a woman-in-the- middle, who can insert
datagrams into the stream of datagrams going from R1 and R2. As part of a replay attack, Trudy
sends a duplicate copy of one of the datagrams sent from R1 to R2. Will R2 decrypt the duplicate
datagram and forward it into the branch-office network? If not, describe in detail how R2 detects
the duplicate datagram.

% WA Trudy ANRILWUR) LTS, R2 £ ESP 1 ik &7 5 I 2l H X AN S 1] i (the
duplicate). 415 Trudy ¥ /5 5K, XA AHIovZEd R2 AL 1) 578 8 L4 A (integrity check).

Consider the following pseudo-WEP protocol. The key is 4 bits and the IV is 2 bits. The IV is
appended to the end of the key when generating the keystream. Suppose that the shared secret key
is 1010. The keystreams for the four possible inputs are as follows:

101000: 0010101101010101001011010100100 . . .

101001: 1010011011001010110100100101101 . . .

101010: 0001101000111100010100101001111 . ..

101011: 1111101010000000101010100010111 . . .

Suppose all messages are 8-bits long. Suppose the ICV (integrity check) is 4-bits long, and is
calculated by XOR-ing the first 4 bits of data with the last 4 bits of data. Suppose the
pseudo-WEP packet consists of three fields: first the IV field, then the message field, and last the
ICV field, with some of these fields encrypted.

a. We want to send the message m = 10100000 using the IV = 11 and using WEP. What will be the
values in the three WEP fields?

b. Show that when the receiver decrypts the WEP packet, it recovers the message and the ICV.

¢. Suppose Trudy intercepts a WEP packet (not necessarily with the IV = 11) and wants to modify
it before forwarding it to the receiver. Suppose Trudy flips the first ICV bit. Assuming that Trudy
does not know the keystreams for any of the IVs, what other bit(s) must Trudy also flip so that the
received packet passes the ICV check?

d. Justify your answer by modifying the bits in the WEP packet in part (a), decrypting the
resulting packet, and verifying the integrity check.

Frra. HTHIAGFE IV=11, I 111110100000 ......... » 45 9 A23% 4R S m = 10100000,
Al ICV = 1010 XOR 0000 = 1010. =4~ WEP(Wired Equivalent Privacy £ £&2& 51525 ¥ Bk
(=R

BIUA T TV: 11

IR 3L: 10100000 XOR 11111010 =01011010

JE% 1CV: 1010 XOR 0000 = 1010.

b. BRI AIAA T & TV=11 If A B 111110100000 ... .

KA AR SCRI B PR EAT 7 B A XOR SRAK S SR AR IR 3
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P25.

01011010 XOR 11111010 = 10100000;

B0 ICV N BHIRIEAT 7 B XOR RIKE S 461 ICV:

1010 XOR 0000 = 1010,

TR SR e F Wk SR SC B T T 1Y) 4 AR AN B i T 1) 4 AR adE AT S B3/ XOR:

1010 XOR 0000 = 1010(Z5 T 1k & i) ICV).

c. BT ICV & B S (13RS THI 1Y) 4 PR A B 5 T 4 EURREAT S i34 XOR #3211,
DAITAT AR SCH S 1 ANEERR RIS 5 AN LR =38 o AT R — AN 6 2000 25 55 (flipped) LA(E L E 4205 2
FIFRSCE T ICV & Er .

d. X T a #ar, WEEIRCH 01011010, EFHEFE 1 ANMHFHFE]: 11011010, Trudy #ixA
R SCF A A ALEAT TR EL XOR #:4E:

11011010 XOR 11111010 = 00100000

WIR Trudy ¥4I ICV B2 —AN LR & 77 (flipped),  #CO7IEIR 1ICV BN 0010, 2
W7 B X AE AN B FHIRLEEAT TR B /E XOR 192 ICV:

0010 XOR 0000 = 0010

BT IAE R LMK 4R SCh i 5 ICV

0010 XOR 0000 = 0010(HAHZE T KB 1) ICV Kt B i 4 4L T ICV K 7).

Provide a filter table and a connection table for a stateful firewall that is as restrictive as possible
but accomplishes the following:

a. Allows all internal users to establish Telnet sessions with external hosts.

b. Allows external users to surf the company Web site at 222.22.0.12.

c. But otherwise blocks all inbound and outbound traffic. The internal network is 222.22/16. In
your solution, suppose that the connection table is currently caching three connections, all from

inside to outside. You’ll need to invent appropriate IP addresses and port numbers.

Fe IEARRIT

. _|Source Dest Source [Dest Flag e
Action Protocol . connec
Address Address port port |bit ion
outside of
allow [222.22/16 b2 22/16 TCP > 1023 |23 any
How [US19e Ot by 2216 frep D3 > 1023 [ACK
OV b2 22/16 ‘ X
outside of
Allow b9 22/16 222.22.0.12 [TCP >1023 |80 Any
Allow 22.22.0.12 [U19e oF rep 80 ~1023  |An
WIS eeT S oo ooiie Y
deny |All All all all all All
ERRWT:
Source address |Dest address Source port Dest port
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222.22.1.7 37.96.87.123 12699 23
2292930 199.1.205.23 37654 23
222.22.65.143 203.77.240.43 48712 23

P26. Suppose Alice wants to visit the Web site activist.com using a TOR-like service. This service uses

two non-colluding proxy servers, Proxyl and Proxy2. Alice first obtains the certificates (each
containing a public key) for Proxyl and Proxy2 from some central server. Denote K; (),K; ()and
K3+ () for the encryption/decryption with public and private RSA keys.

a. Using a timing diagram, provide a protocol (as simple as possible) that enables Alice to
establish a shared session key S1 with Proxyl. Denote S1(m) for encryption/decryption of data m
with the shared key S1.

b. Using a timing diagram, provide a protocol (as simple as possible) that allows Alice to establish
a shared session key S2 with Proxy2 without revealing her IP address to Proxy?2.

¢. Assume now that shared keys S1 and S2 are now established. Using a timing diagram, provide
a protocol (as simple as possible and not using public-key cryptography) that allows Alice to
request an html page from activist.com without revealing her IP address to Proxy2 and without
revealing to Proxyl which site she is visiting. Your diagram should end with an HTTP request

arriving at activist.com.

%2: a. l’éli%ﬁ[l?
Alice. Proxyl

KiZ(S1)-

.Y \ 4
b. EERMWT:
Alice. Proxyl. Proxy2.
| SK(S))
e KaZ(S:)
—la—_ F -
T
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c. EIRWT:

Allee 5 s
————— & Sireq)

Proxyl. Proxy2. Activist.com.

SifSsfpage)) Si{page). L e
-
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PI1.

P2.

P3.

P4.

Ps.

P6.

P7.

Chapter 9 Network Management

Consider the two ways in which communication occurs between a managing entity and a managed
device: request-response mode and trapping. What are the pros and cons of these two approaches,
in terms of (1) overhead, (1) notification time when exceptional events occur, and (3)
robustness with respect to lost messages between the managing entity and the device?

% ERMPAER A ELZHITHAERE B BT HPNE), ST ERRK: Bk, g
FUWCRN R — 2615 B EORPIMRSC: BER (pol )M BIAR ST o BB 2 R /5 2 A4 il B MR OC S
RIETT o B—MEBURA, 0 R0 2% 8 T 2 ffy S 7 BOE AN, polling A 2 HIITEH, AR
% polling R 1] GE 248 H ERHE T IL A KAE PP A 2 R A S LI A AR il — 26 0.
B ANFEARAR, BPHEX S I EE M E A . H polling I, & R LS F ) A A 13
RICET poll IO MAFA K AEZ ], F5EEEREA polling A IACF).

AR B BHR (trap message) LK, BOE BRI A AL ARIE 7 — 5 DL @R — poll R3¢,

BE IR SR SCER T, IR S A AFAE S B R BRSO (B Dy E B 8] R — B i) .
Rt fA B2, EEE 2K repolls

In Section 9.3 we saw that it was preferable to transport SNMP messages in unreliable UDP
datagrams. Why do you think the designers of SNMP chose UDP rather than TCP as the transport
protocol of choice for SNMP?

B GH, W% TR I TR LR IN ) 2 A X AT He IS, 22 0 % P A SR AN 2 R A BRI
AR TCP iz%i SNMP, 4 /4545 5 7 2508 SNMP fRSCHS, TCP 1 ZE4% il 2 7 bk o i
3 SNMP [aliB I H.AF 1E R IX Rk 3.

What is the ASN.1 object identifier for the ICMP protocol (see Figure 9.3)?
% ICMP ] ASN.1 X RARRFT A 1.3.6.1.2.1.5.

Suppose you worked for a US-based company that wanted to develop its own MIB for managing a
product line. Where in the object identifier tree (Figure 9.3) would it be registered? (Hint: You’ll
have to do some digging through RFCs or other documents to answer this question.)

B PO AR RAE: 1.2.840.113556.4 (B, 9.3.2 7).

Recall from Section 9.3.2 that a private company (enterprise) can create its own MIB variables
under the private branch 1.3.6.4. Suppose that IBM wanted to create a MIB for its Web server
software. What would be the next OID qualifier after 1.3.6.1.4? (In order to answer this question,
you will need to consult [TANA 2009b]). Search the Web and see if you can find out whether such a
MIB exists for an IBM server.

% FIHIES WHIEM

Why do you think the length precedes the value in a TLV encoding (rather than the length
following the value)?

e WRMEM AR, 7 B K AR N E B2

Consider Figure 9.9. What would be the BER encoding of {weight, 165} {lastname, “Michael”}?
%: Fek BER %ifi%/y: 47Michael21 ‘10100101°,
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P8. Consider Figure 9.9. What would be the BER encoding of {weight, 145} {lastname, “Sridhar”}?
%: JiK BER #%if>4: 47Sridhar 21 <10010001°,
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